
BOUNDEDNESS OF BUNDLE DIFFEOMORPHISM GROUPS OVER A CIRCLE
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Abstract. In this paper we study boundedness of bundle diffeomorphism groups over a circle. For a fiber
bundle π : M → S1 with fiber N and structure group Γ and r ∈ Z≥0 ∪ {∞} we distinguish an integer
k = k(π, r) ∈ Z≥0 and construct a function ν̂ : Diffr

π(M)0 → Rk. When k ≥ 1, it is shown that the bundle
diffeomorphism group Diffr

π(M)0 is bounded and clbπdDiffr
π(M)0 ≤ k + 3, if Diffr

ϱ,c(E)0 is perfect for the
trivial fiber bundle ϱ : E → R with fiber N and structure group Γ . On the other hand, when k = 0, it is
shown that ν̂ is a unbounded quasimorphism, so that Diffr

π(M)0 is unbounded and not uniformly perfect.
We also describe the integer k in term of the attaching map φ for a mapping torus π : Mφ → S1 and give
some explicit examples of (un)bounded groups.

1. Introduction

The boundedness of the diffeomorphism group Diffr(M) of a smooth manifoldM is studied by D. Burago,

S. Ivanov and L. Polterovich [2] and T. Tsuboi [12, 13, 14], et al. The case of equivariant diffeomorphism

groups under free Lie group actions is studied by K. Fukui [1, 6], J. Lech, I. Michalik and T. Rybicki [9]

et al, and the case of leaf-preserving diffeomorphism groups is studied in [5, 10, 11].

In this paper we continue the study of the boundedness of bundle diffeomorphism groups. Suppose

π :M → B is a C∞ fiber bundle with fiber N and structure group Γ < Diff(N). The group Γ determines

the corresponding structure on each fiber of π. Let r ∈ Z≥0 ∪ {∞}. A Cr bundle diffeomorphism of π is

a Cr diffeomorphism f of M which preserves the family of fibers of π together with the Γ -structure (i.e.,

πf = fπ for some f ∈ Diffr(B)) and the restriction of f to each fiber of π lies in Γ when it is represented

as a diffeomorphism of N using local trivializations of π). (See Subsection 3.1.) Let Diffrπ(M) denote the

group of Cr bundle diffeomorphisms of π and Diffrπ(M)0 denote the identity component of Diffrπ(M) (i.e.,

Diffrπ(M)0 consists of all f ∈ Diffrπ(M) which is Cr isotopic to idM in Diffrπ(M). There exists a natural

group homomorphism P : Diffrπ(M)0 → Diffr(B)0, P (f) = f .

Our aim is to study the boundedness of the group Diffrπ(M)0. Especially we are concerned with clbπf ,

the commutator length of f ∈ Diffrπ(M)0 supported in balls in B, and clbπdDiffrπ(M)0, the diameter of

Diffrπ(M)0 with respect to clbπ. In this paper we study the case where the base space B is a circle S1 and

show that the boundedness of Diffrπ(M)0 is distinguished by an integer k = k(π, r) ≥ 0 as in Theorems 1

and 2 below.

Take a universal covering πS1 : R → R/Z ∼= S1 with Z as the covering transformation group. Fix a

distinguished point p ∈ S1. Let P(S1) denote the space of continuous paths in S1. The winding number
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λ : P(S1) → R is defined as follows. For each c ∈ P(S1) take any lift c̃ ∈ P(R) of c (i.e., πS1 c̃ = c) and

define λ(c) ∈ R by λ(c) := c̃(1)− c̃(0). This quantity is independent of the choice of the lift c̃.

Suppose π : M → S1 is a fiber bundle with fiber N and structure group Γ and let r ∈ Z≥0 ∪ {∞}.

Let Isotrπ(M)0 denote the space of Cr isotopies F of M with F0 = idM and Ft ∈ Diffrπ(M) (t ∈ I). Here,

I ≡ [0, 1]. Then we have the surjective group homomorphism R : Isotrπ(M)0 → Diffrπ(M)0, R(F ) = F1,

which has the kernel Isotrπ(M)id,id := {F ∈ Isotrπ(M)0 | F1 = idM}. Each F = (Ft)t∈I ∈ Isotrπ(M)0

induces an isotopy F = (Ft)t∈I ∈ Isotr(S1)0 and a path F p := F (p, ∗) ∈ P(S1). In Section 4 we show

that the function

ν : Isotrπ(M)0 → R, ν(F ) = λ(F p),

is a surjective quasimorphism. Furthermore, it restricts to a surjective group homomorphism

ν : Isotrπ(M)id,id → kZ

for a unique k = k(π, r) ∈ Z≥0. Finally, we obtain a surjective map

ν̂ : Diffrπ(M)0 → Rk ≡ R/kZ; ν̂(F1) = [ν(F )] (F ∈ Isotrπ(M)0).

It restricts to a surjective group homomorphism ν̂|KerP : KerP → Zk ≡ Z/kZ and the latter induces

the group isomorphism (ν̂|KerP )
∼ : (KerP )

/
(KerP )0 ∼= Zk.

Consider the following assumption on (N,Γ, r).

Assumption (∗). Suppose J is an open interval and ϱ : L→ J is a trivial fiber bundle with fiber N and

structure group Γ . Then Diffrϱ,c(L)0 is perfect.

This assumption is satisfied, for example, in the following cases : (i) π is a principal G bundle, G is a

compact Lie group and 1 ≤ r ≤ ∞, r 6= 2, or (ii) π is a locally trivial bundle, N is a closed manifold and

r =∞. See Subsection 3.4 for details.

Theorem 1.1. Suppose k = k(π, r) ≥ 1 and (N,Γ, r) satisfies Assumption (∗).

If f ∈ Diffrπ(M)0 and ν̂(f) = [s] ∈ Rk
(
s ∈

(
− k

2 ,
k
2

])
, then clbπf ≤ 2[|s|] + 3 ≤ k + 3.

Corollary 1.1. Suppose k = k(π, r) ≥ 1 and (N,Γ, r) satisfies Assumption (∗).

(1) clbπdDiffrπ(M)0 ≤ k + 3.

(2) (i) Diffrπ(M)0 is uniformly simple relative to KerP .

(ii) Diffrπ(M)0 is bounded.

See Subsection 2.3 for the definition and basic properties of the notion of uniform simplicity of a group

relative to a normal subgroup. This property implies the boundedness of the group.

When k = 0, we have (Rk,Zk) = (R,Z) and it is seen that the function ν̂ : Diffrπ(M)0 → R is a

surjective quasimorphism and the restriction ν̂ : KerP → Z is a surjective group homomorphism. This

implies the following conclusion.

Theorem 1.2. If k = 0, then the group Diffrπ(M)0 is unbounded and not uniformly perfect.
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Note that Diffrπ(M)0/KerP ∼= Diffr(S1)0 is uniformly simple, but Diffrπ(M)0 is not uniformly simple

relative to KerP , since Diffrπ(M)0 is unbounded.

Any fiber bundle over a circle can be represented as a mapping torus πφ : Mφ → S1 for some φ ∈

Γ < Diff∞(N). We describe the invariant k = k(πφ, r) in term of the attaching map φ. For example,

if N = T 2 ≡ R2/Z2 (a torus) and φ ∈ Diff∞(N) is induced by a matrix A ∈ SL(2,Z) with An 6= E2

(n ∈ Z− {0}), then k(πφ, r) = 0. In the case of a principal Γ bundle over a circle for a Lie group Γ , its

attaching map is a left translation φa by some a ∈ Γ and the integer k = k(πφa , r) can be described in

term of a. This observation leads to some examples for the groups of equivariant diffeomorphisms.

In a succeding paper we study the case of fiber bundles with higher dimensional base manifolds [7].

2. Basics on conjugation-invariant norms and quasimorphisms

2.1. Conjugation-invariant norms.

First we recall basic facts on conjugation-invariant norms [2, 11]. Suppose Γ is a group with the unit

element e. An extended conjugation-invariant norm on Γ is a function q : Γ → [0,∞] which satisfies the

following conditions : for any g, h ∈ Γ

(i) q(g) = 0 iff g = e (ii) q(g−1) = q(g) (iii) q(gh) ≤ q(g) + q(h) (iv) q(hgh−1) = q(g).

A conjugation-invariant norm on Γ is an extended conjugation-invariant norm on Γ with values in [0,∞).

(Below we abbreviate “an (extended) conjugation-invariant norm” to an (ext.) conj.-invariant norm.)

Note that for any ext. conj.-invariant norm q on Γ the inverse image Λ := q−1([0,∞)) is a normal

subgroup of Γ and q|Λ is a conj.-invariant norm on Λ. Conversely, if Λ is a normal subgroup of Γ and

q : Λ→ [0,∞) is conj.-invariant norm on Λ, then its trivial extension q : Γ → [0,∞] by q =∞ on Γ − Λ

is an ext. conj.-invariant norm on G. For any ext. conj.-invariant norm q on Γ , the q-diameter of a subset

A of Γ is defined by qdA := sup {q(g) | g ∈ A}.

A group Γ is called bounded if any conj.-invariant norm on Γ is bounded (or equivalently, any bi-

invariant metric on Γ is bounded).

Example 2.1. (Basic construction)

Suppose S is a subset of Γ . The normal subgroup of Γ generated by S is denoted by N(S). If S is

symmetric (S = S−1) and conjugation-invariant (gSg−1 = S for any g ∈ Γ ), then N(S) = S∞ :=
⋃∞
k=0 S

k

and the ext. conj.-invariant norm q(Γ, S) : Γ → Z≥0 ∪ {∞} is defined by

q(Γ, S)(g) :=

{
min{k ∈ Z≥0 | g = g1 · · · gk for some g1, · · · , gk ∈ S} (g ∈ N(S)),

∞ (g ∈ Γ −N(S)).

Here, the empty product (k = 0) denotes the unit element e in Γ and S0 = {e}.

2.2. Commutator length and uniform perfectness.

Example 2.2. (Commutator length)
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The symbol Γ c denotes the set of commutators in Γ . Since Γ c is symmetric and conjugation-invariant

in Γ , we have [Γ, Γ ] = N(Γ c) = (Γ c)∞ and obtain the ext. conj.-invariant norm q(Γ,Γ c) : Γ → Z≥0∪{∞}.

We denote q(Γ,Γ c) by clΓ and call it the commutator length of Γ . The diameters q(Γ,Γ c)dΓ and q(Γ,Γ c)dA

(A ⊂ Γ ) are denoted by cld Γ and cldΓ A ≡ cld (A,Γ ) and called the commutator length diameter of Γ

and A respectively. Sometimes we write cl(g) ≤ k in Γ instead of clΓ (g) ≤ k.

A group Γ is perfect if Γ = [Γ, Γ ], that is, any element of Γ is written as a product of commutators

in Γ . We say that a group Γ is uniformly perfect if cld Γ <∞, that is, any element of Γ is written as a

product of a bounded number of commutators in Γ .

More generally, suppose S is a subset of Γ c and it is symmetric and conjugation-invariant in Γ . Then,

N(S) ⊂ [Γ, Γ ] and we obtain q(Γ,S), which is denoted by cl(Γ,S) and is called the commutator length

of Γ with respect to S. The diameters q(Γ,S)dΓ and q(Γ,S)dA (A ⊂ Γ ) are denoted by cldS Γ and

cld(Γ,S)A ≡ cldS (A,Γ ) respectively.

Every bounded perfect group is uniformly perfect.

For simplicity we use the notation ba := aba−1 for a, b ∈ Γ .

2.3. Conjugation-generated norm and relative uniform simplicity.

Next we recall basic facts on conjugation-generated norms on groups [2]. Suppose Γ is a group. For

g ∈ Γ let C(g) denote the conjugacy class of g in Γ and let Cg := C(g)∪C(g−1). Since Cg is a symmetric

and conjugation invariant subset of Γ , it follows that N(g) = N(Cg) =
⋃
k≥0(Cg)

k and we obtain the

ext. conj.-invariant norm qΓ,Cg on Γ . This norm is denoted by ζg and called the conjugation-generated

norm with respect to g. Note that Ch = Cg and ζh = ζg for any h ∈ Cg.

The norms ζg (g ∈ Γ ) are used to define the notion of uniform simplicity of a group Γ . Let Γ× :=

Γ − {e}. Consider the quantity

ζ(Γ ) := min{k ∈ Z≥0 ∪ {∞} | ζg(f) ≤ k for any g ∈ Γ× and f ∈ Γ}.

A group Γ is called uniformly simple (cf. [13]) if ζ(Γ ) < ∞, that is, there is k ∈ Z≥0 such that for any

f ∈ Γ and g ∈ Γ×, f can be expressed as a product of at most k conjugates of g or g−1.

More generally, for any normal subgroup Λ of Γ , we can consider the quantity

ζ(Γ ; Λ) := min{k ∈ Z≥0 ∪ {∞} | ζg(f) ≤ k for any g ∈ Γ − Λ and f ∈ Γ}.

We say that a group Γ is uniformly simple relative to Λ if ζ(Γ ; Λ) < ∞, that is, there is k ∈ Z≥0 such

that for any f ∈ Γ and g ∈ Γ − Λ, f can be expressed as a product of at most k conjugates of g or g−1.

Fact 2.1.

(1) If ζg is bounded for some g ∈ Γ×, then Γ is bounded. More precisely, if g ∈ Γ× and ζg ≤ k for

some k ∈ Z≥0, then q ≤ kq(g) for any ext. conj.-invariant norm q on Γ .

(2) Γ is uniformly simple iff ζg (g ∈ Γ×) are uniformly bounded.

Γ is uniformly simple relative to Λ iff ζg (g ∈ Γ − Λ) are uniformly bounded.
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(3) ζ(Γ ; Λ) ≥ ζ(Γ/Λ).

(4) If Γ is uniformly simple, then Γ is simple.

If Γ is uniformly simple relative to Λ, then

(i) if L is a normal subgroup of Γ , then L ⊂ Λ or L = Γ ,

(ii) Γ/Λ is uniformly simple, so Γ/Λ is simple (equivalently, Λ ⊂ L ◁ Γ , then L = Λ or Γ .)

2.4. Quasimorphisms.

Suppose Γ is a group. A function φ : Γ → R is said to be a quasimorphism if

Dφ := sup
a,b∈Γ

|φ(ab)− φ(a)− φ(b)| <∞.

The quantity Dφ is called the defect of φ. A quasimorphism φ on Γ is said to be homogeneous if

φ(an) = nφ(a) for any a ∈ Γ and n ∈ Z.

Fact 2.2. (cf. [4, 8])

(1) Suppose φ is a quasimorphism on Γ .

(i) |φ(ab)| ≤ |φ(a) + φ(b)|+Dφ ≤ |φ(a)|+ |φ(b)|+Dφ for any a, b ∈ Γ .

(ii) The function φ : Γ → R : φ(a) = lim
n→∞

φ(an)

n

is a well-defined homogeneous quasimorphism, which has the following properties.

(a) |φ(a)− φ(a)| ≤ Dφ (a ∈ Γ ) (b) Dφ ≤ 4Dφ

(2) Suppose φ is a homogeneous quasimorphism on Γ . Then, it satisfies the following properties.

(0) If φ is bounded, then it is trivial.

(i) φ is conjugation-invariant (i.e., φ(aba−1) = φ(b) for any a, b ∈ Γ ).

(ii) (a) sup
a,b∈Γ

|φ([a, b])| = Dφ. (b) If a = a1 · · · ak (a1, · · · , ak ∈ Γ c), then |φ(a)| ≤ (2k−1)Dφ

(iii) If ℓ := cld Γ <∞, then |φ(a)| ≤ (2ℓ− 1)Dφ for any a ∈ Γ .

(iv) Take any D > 0 with D ≥ Dφ and define the function q : Γ → [0,∞) by

q(a) :=

{
|φ(a)|+D (a ∈ Γ×)

0 (a = e (the unit element of Γ )).

(a) q is a conjugation-invariant norm on Γ .

(b) q is bounded iff φ is bounded.

(3) The following conclusions follow from (1) (ii) and (2) (iii),(iv).

(i) If Γ is uniformly perfect, then any quasimorphism on Γ is bounded.

(If Γ admits a unbounded quasimorphism, then Γ is not uniformly perfect.)

(ii) If Γ admits a unbounded quasimorphism, then Γ is not bounded.

3. Generality on bundle diffeomorphism groups

3.1. Groups of diffeomorphisms and isotopies.
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For a topological space X and its subsets A, B the symbols IntXA and ClXA denote the topological

interior and closure of A in X and the symbol A ⋐ B means A ⊂ IntXB. We set XA := X − IntXA. The

symbols O(X), F(X) and K(X) denote the collections of open subsets, closed subsets and compact subsets

of X respectively. We always use the symbol I to denote the interval [0, 1]. The symbol prX : X×Y → X

denotes the projection onto X.

In this paper an n-manifold means a separable metrizable C∞ manifold possibly with boundary of

dimension n. A closed manifold means a compact manifold without boundary.

Suppose M and N are C∞ manifolds and r ∈ Z≥0 ∪ {∞}. We use the symbols

Cr(M,N) ⊃ Embr(M,N) ⊃ Diffr(M,N)

to denote the spaces of Cr maps, Cr embeddings and Cr diffeomorphisms fromM to N , while the symbols

Hr(M,N) ⊃ EIsotr(M,N) ⊃ Isotr(M,N)

denote the spaces of Cr homotopies of maps, embeddings and diffeomorphisms from M to N respectively.

Each element of Isotr(M,N) is called a Cr isotopy, while any element of EIsotr(M,N) is called a non-

ambient Cr isotopy. For E ⊂ Hr(M,N) and f, g ∈ Cr(M,N) let Ef := {F ∈ E | F0 = f} and

Ef,g := {F ∈ E | F0 = f, F1 = g}.

For a Cr homotopy F = (Ft)t∈I :M × I → N its support is defined by suppF := ClM
(⋃

t∈I suppFt
)
.

Also we have the associated Cr map F ′ : M × I → N × I, F ′(x, t) = (F (x, t), t). For the simplicity of

notation we use the same symbol F to denote the map F ′. This convention implies that

EIsotr(M,N) = Hr(M,N) ∩ Embr(M × I,N × I) and Isotr(M,N) = Hr(M,N) ∩Diffr(M × I,N × I).

In the next section we apply some arguments which deform some isotopies to those which satisfy some

required conditions. Here we have some notational remarks on homotopies between isotopies. Essentially

we follow the notations for path-homotopies. For E ⊂ Hr(M,N) and G,H ∈ E , the symbol G ' H

(G '∗ H) means that G and H are Cr homotopic in E (relative to ends), that is, there exists

a Cr homotopy Φ = (Φt)t∈I : (M × I)× I → N × I such that

Φ0 = G, Φ1 = H, Φt ∈ E (t ∈ I) (and (Φt)0 = G0 = H0, (Φt)1 = G1 = H1).

In the case where E = Isotr(M,N), the homotopy Φ is called a Cr isotopy from G to H (rel ends).

As usual, when M = N , we omit the symbol N from the notations Cr(M,N), Diffr(M,N) and

Hr(M,N), Isotr(M,N). For E ⊂ Hr(M) let E0 := {F ∈ E | F0 = idM}.

Note that Diffr(M) is a group under the composition. For F,G ∈ Hr(M) their composition FG ∈

Hr(M) is defined by FG = (FtGt)t∈I . Then, Isot
r(M) is a group under this composition.

For a subset C of M we have the following subgroups of these groups:

Isotr(M ;C)0 = {F ∈ Isotr(M) | F0 = idM , F = id on U × I for some neighborhood U of C in M},

Diffr(M ;C)0 = {F1 | F ∈ Isotr(M ;C)0}.

In the above notations we usually omit the superscript r when r =∞ and the symbol C when C = ∅.

3.2. Generalities on fiber bundles.
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In this subsection we review basics on fiber bundles. Suppose π :M → B is a C∞ locally trivial bundle

with fiber N . (In this paper we assume that N has no boundary.) For notational simplicity, for q ∈ B

the fiber π−1(q) is denoted byMq and for any subset C ⊂ B let C̃ := π−1(C). A local trivialization of π is

a pair (U,φ) of an open subset U of B and a C∞ diffeomorphism φ : Ũ → U ×N with prUφ = π|
Ũ
. Note

that φ restricts to a C∞ diffeomorphism φq : Mq → N for each q ∈ U . For local trivializations (U,φ)

and (V, ψ) of π, we have the transition function η = η(φ,ψ) : U ∩ V → Diff(N) defined by ηq = ψqφ
−1
q

(q ∈ U ∩V ). It is natural to say that a map φ : L→ Diff(N) from a C∞ manifold L is C∞ if the induced

map φ̂ : L×N → N , φ̂(u, x) = φ(u)(x), is C∞. The transition function η is C∞ in this sense. An atlas of

π is a family U = {(Uλ, φλ)}λ∈Λ of local trivializations of π with B = ∪λ∈ΛUλ, which induces the family

of transition functions, ηU = {ηλ,µ ≡ η(φλ, φµ)}(λ,µ)∈Λ2 . This family satisfies the transition condition in

Diff(N):

(∗) ηµ,ν(q)ηλ,µ(q) = ηλ,ν(q) (λ, µ, ν ∈ Λ, q ∈ Uλ ∩ Uµ ∩ Uν) and ηλ,λ(q) = idN (λ ∈ Λ, q ∈ Uλ).

This condition implies that ηµ,λ(q) =
(
ηλ,µ(q)

)−1
(λ, µ ∈ Λ, q ∈ Uλ ∩ Uµ).

We incorpolate the notion of structure group to locally trivial bundles. We restrict ourselves to the

simple case where Γ is a subgroup of Diff(N). In this case, we say that a map φ : L → Γ from a

C∞ manifold L is C∞ if the associated map φ : L → Diff(N) is C∞. A Γ -atlas of π is an atlas

U = {(Uλ, φλ)}λ∈Λ of π such that each transition function in ηU has its image in Γ , that is, ηλ,µ(q) =

(φµ)q(φλ)
−1
q ∈ Γ for each λ, µ ∈ Λ and q ∈ Uλ ∩ Uµ. Note that each ηλ,µ : Uλ ∩ Uµ → Γ is C∞ in the

above sense and that the family ηU = {ηλ,µ} satisfies the transition condition (∗).

A fiber bundle with fiber N and structure group Γ (or an (N,Γ )-bundle) means a locally trivial

bundle π : M → B with fiber N provided with a Γ -atlas U which is maximal with respect to the

inclusion relation. Each element of U is called a local trivialization of π. For each q ∈ B, the family

Γπ,q := {φq ∈ Diffr(Mq, N) | (U,φ) ∈ U , q ∈ U} determines a Γ -structure on Mq. When C is a C∞

submanifold of B, the restriction πC := π|
C̃

: C̃ → C becomes canonically an (N,Γ )-bundle (together

with a Γ -atlas U|C). In this formulation, for a Lie group Γ , the standard definition of principal Γ

bundles can be interpreted as (Γ, ΓL)-bundles, where

ΓL := {φa | a ∈ Γ} < Diff∞(Γ ) and φa is the left translation on Γ by a.

Next we review basic definitions on Cr maps between fiber bundles for r ∈ Z≥0 ∪ {∞}. Suppose

π :M → B and π′ :M ′ → B′ are (N,Γ )-bundles (together with a maximal Γ -atlas U and U ′ respectively).

A Cr map f : π → π′ means a Cr map f ∈ Cr(M,M ′) such that

(i) π′f = f π for some map f : B → B′ and

(ii)′ ψf(q)fq(φq)
−1 ∈ Γ for any (U,φ) ∈ U , (V, ψ) ∈ U ′ and q ∈ U ∩ f−1(V ).

Here, the symbol fq : Mq → M ′
f(q) denotes the restriction of f obtained by the condition (i). Note that

f is uniquely determined by f and f ∈ Cr(B,B′) and that fq ∈ Diffr(Mq,M
′
f(q)) in the condition (ii).
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Let Cr(π, π′) denote the subset of Cr(M,M ′) consisting of all Cr maps from π to π′. It includes the

following subsets: Cr(π, π′) ⊃ Embr(π, π′) ⊃ Diffr(π, π′),

where Embr(π, π′) := Cr(π, π′) ∩ Embr(M,M ′) and Diffr(π, π′) := Cr(π, π′) ∩Diffr(M,M ′).

We call each element of Diffr(π, π′) a Cr diffeomorphism from π onto π′. Since each f ∈ Cr(π, π′) is a

fiberwise Cr diffeomorphism, it follows that f ∈ Embr(π, π′) iff f ∈ Embr(B,B′) and f ∈ Diffr(π, π′) iff

f ∈ Diffr(B,B′).

A Cr homotopy from π to π′ means a Cr homotopy F ∈ Hr(M,M ′) with Ft ∈ Cr(π, π′) (t ∈ I). Let

Hr(π, π′) denote the set of Cr homotopies from π to π′. It includes the following subsets:

Hr(π, π′) ⊃ EIsotr(π, π′) ⊃ Isotr(π, π′),

where EIsotr(π, π′) := Hr(π, π′) ∩ EIsotr(M,M ′) and Isotr(π, π′) := Hr(π, π′) ∩ Isotr(M,M ′).

We may call each element of EIsotr(π, π′) a non-ambient Cr isotopy from π to π′. Note that each

F ∈ Hr(π, π′) yields F := {Ft}t∈I ∈ Hr(B,B′) and that F ∈ EIsotr(B,B′) if F ∈ EIsotr(π, π′) and

F ∈ Isotr(B,B′) if F ∈ Isotr(π, π′).

For homotopies between Cr homotopies from π to π′ we can apply the general notations introduced

in §3.1. For instance, for E ⊂ Hr(π, π′) and G,H ∈ E , the symbol Φ : G '∗ H means that Φ = (Φt)t∈I :

(M × I) × I → M ′ × I is a Cr homotopy from G and H in E relative to ends. In the case where

E = Isotr(π, π′), the homotopy Φ is called a Cr isotopy from G to H rel ends.

Since we are mainly concerned with an ambient fiber bundle and its restrictions, below we use more

familiar notations which emphasize the total space of the ambient fiber bundle. Suppose π :M → B is a

fiber bundle with fiber N and structure group Γ and let r ∈ Z≥0 ∪ {∞}. We obtain the subgroups

Diffrπ(M) := Diffr(π, π) < Diffr(M) and Isotrπ(M) := Isotr(π, π) < Isotr(M).

Note that Ft ∈ Diffrπ(M) (t ∈ I) for F ∈ Isotrπ(M). So we can consider the subgoups

Isotrπ(M)0 := Isotrπ(M) ∩ Isotr(M)0 and Diffrπ(M)0 = {F1 | F ∈ Isotrπ(M)0}.

The latter plays the role of the identity component of the group Diff rπ(M). We say that F ∈ Isotrπ(M)

has compact support with respect to π if suppF ⊂ π−1(K) for some compact subset K of B. The symbol

Isotrπ,c(M) denotes the subgroup of Isotrπ(M) consisting of F ∈ Isotrπ(M) with compact support with

respect to π. As before, let Diffrπ,c(M)0 := {F1 | F ∈ Isotrπ,c(M)0}.

3.3. Relative isotopy lifting lemma for fiber bundles.

Suppose π :M → B is a fiber bundle with fiber N and structure group Γ and let r ∈ Z≥0 ∪ {∞}. We

further introduce some subgroups of Diffrπ(M)0 relative to subsets of the base space B. For any subset

C ⊂ B and any U ∈ O(B) we define subgroups of Isotrπ(M)0 by

Isotrπ(M ;C)0 = {F ∈ Isotrπ(M)0 | Ft|Ṽ = inc
Ṽ

(t ∈ I) for some neighborhood V of C in B},

Isotrπ,c(M ;C)0 = Isotrπ(M ;C)0 ∩ Isotrπ,c(M) and

Isotrπ,c(Ũ)0 = {F ∈ Isotrπ,c(M)0 | suppF ⊂ π−1(K) for some K ∈ K(U)}.

They determine the following subgroups of Diffrπ(M)0,
8



Diffrπ(M ;C)0 := {F1 | F ∈ Isotrπ(M ;C)0}, Diffrπ,c(M ;C)0 := {F1 | F ∈ Isotrπ,c(M ;C)0} and

Diffrπ,c(Ũ)0 := {F1 | F ∈ Isotrπ,c(Ũ)0}.

Each F ∈ Isotrπ(M) induces the Cr isotopy F = {Ft}t∈I ∈ Isotr(B) and if F ∈ Isotrπ(M ;C)0, then

F ∈ Isotr(B;C)0. It follows that f ∈ Diffr(B;C)0 for each f ∈ Diffrπ(M ;C)0. From the definition,

for BC = B − IntBC, it follows that F ∈ Isotrπ(M ;BC)0 iff F ∈ Isotrπ(M)0 and suppF ⊂ D̃ for some

D ∈ F(B) with D ⋐ C and that f ∈ Diffrπ(M ;BC)0 means that f = F1 for some F ∈ Isotrπ(M ;BC)0.

Note that g(Diffrπ(M ;BC)0)g
−1 = Diffrπ(M ;Bg(C))0 for any g ∈ Diffrπ(M)0 and that for any U ∈ O(B)

we have the restriction πU : Ũ → U of π and there exists a canonical isomorphism

DiffrπU ,c(Ũ)0 ∼= Diffrπ,c(Ũ)0 = Diffrπ,c(M ;BU )0.

When C is a submanifold of B, the restriction πC ≡ π|
C̃
: C̃ → C is also a fiber bundle with fiber N

and structure group Γ . In this situation, we use the notations:

Embrπ(C̃,M) := Embr(πC , π) and EIsotrπ(C̃,M) := EIsotr(πC , π).

As above, let EIsotrπ(C̃,M)0 = {F ∈ EIsotrπ(C̃,M) | F0 = inc
C̃
} and

Embrπ(C̃,M)0 = {F1 | F ∈ EIsotrπ(C̃,M)0}.
Each F ∈ Isotrπ(M)0 induces the restriction FC := F |

C̃×I ∈ EIsotrπ(C̃,M)0 and each f ∈ Diffrπ(M)0

induces the restriction fC := f |
C̃
∈ Embrπ(C̃,M)0.

Recall that for any set E of homotopies the symbol Ef denotes the subset Ef ≡ {F ∈ E | F0 = f}.

Proposition 3.1. (Relative isotopy lifting property)

Suppose π : M → B is an (N,Γ )-bundle, r ∈ Z≥0 ∪ {∞}, f ∈ Diffrπ(M), G ∈ Isotr(B)f and F ′ ∈

EIsotrπ(Ũ ,M)f |
Ũ
with F ′ = G|U×I , where K ∈ F(B) and U is an open neighborhood of K in B. Then,

there exists F ∈ Isotrπ(M)f such that F = G and F = F ′ on K̃ × I. When K is a submanifold of B, we

do not need to take a neighborhood U of K.

Note that the statement of Proposition 3.1 is readily reduced to the standard case where f = idM by

replacing G and F ′ with (f−1 × idI)G and (f−1 × idI)F
′ respectively.

Corollary 3.1. Suppose K,L ∈ F(B), F ∈ Isotrπ(M ;K ∩ L)0 and F = G′H ′, where G′ ∈ Isotr(B;L)0,

H ′ ∈ Isotr(B;K)0. Then F = GH for some G ∈ Isotrπ(M ;L)0 and H ∈ Isotrπ(M ;K)0 with G = G′ and

H = H ′.

Proof. Take K1, L1,∈ F(B) and U, V ∈ O(B) such that

K ⋐ K1 ⊂ U , L ⋐ L1 ⊂ V and F ∈ Isotrπ(M ;U ∩ V )0, G
′ ∈ Isotr(B;V )0, H

′ ∈ Isotr(B;U)0.

We can define a non-ambient isotopy

G∗ ∈ EIsotrπ(Ũ ∪ Ṽ ,M)0 by G∗ = F on Ũ × I and G∗ = id on Ṽ × I.

In fact, (i) G∗ is well-defined as a Cr map between (N,Γ ) fiber bundles, since F = id on (Ũ ∩ Ṽ )× I,

(ii) G∗ = G′ on (U ∪ V ) × I, since G∗|U×I = F |U×I = G′H ′|U×I = G′|U×I and G∗ = id = G′ on V × I,

(iii) G∗ is an embedding since so is G∗.
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By Proposition 3.1 there exists G ∈ Isotrπ(M)0 such that G = G′ and G = G∗ on (K̃1 ∪ L̃1) × I.

Then G ∈ Isotrπ(M ;L)0 and G = F on K̃1 × I. Let H := G−1F . It follows that H ∈ Isotrπ(M ;K)0 and

H = G−1F = (G′)−1F = H ′. □

Corollary 3.2. (Lifting of an isotopy of isotopies)

Consider the (N,Γ )-bundle π × idI :M × I → B × I with ∂B = ∅. Suppose Ψ = (Ψt)t∈I is an isotopy in

Isotr(B) (i.e., Ψ ∈ Isotr(B × I) with Ψt ∈ Isotr(B) (t ∈ I)). Then, for any F ∈ Isotrπ(M) with F = Ψ0

there exists a bundle isotopy Φ = (Φt)t∈I in Isotrπ(M) (i.e., Φ ∈ Isotrπ×idI
(M × I) with Φt ∈ Isotrπ(M)

(t ∈ I)) such that Φ0 = F and Φ = Ψ . If Ψ is an isotopy rel ends (i.e., (Ψt)0 = (Ψ0)0 and (Ψt)1 = (Ψ0)1),

then we can take Φ a bundle isotopy rel ends (i.e., (Φt)0 = (Φ0)0 and (Φt)1 = (Φ0)1).

Proof. We apply Proposition 3.1 to the fiber bundle π × idI , the isotopy Ψ on the base B × I and the

0-level lift F of Ψ0, which yields Φ ∈ Isotrπ×idI
(M × I) with Φ0 = F and Φ = Ψ . Since Ψt ∈ Isotr(B),

we have Φt ∈ Isotrπ(M). When Ψ is an isotopy rel ends, we can take the submanifold K ≡ B × {0, 1} of

B × I and the partial lift of Ψ to K̃ ≡M × {0, 1},

Φ′ ∈ EIsotrπ(M × {0, 1},M × I) : Φ′((x, i), t) = (F (x, i), t) (((x, i), t) ∈ (M × {0, 1})× I).

This leads to a bundle isotopy Φ rel ends. □

As usual, if we regard an isotopy as a path in a diffeomorphism group, then this result might be

interpreted as the lifting of a path-homotopy (rel ends) for the map P : Diffrπ(M)→ Diffr(B), though we

have some technical difficulty on the topology of Diffrπ(M) when the fiber N is non-compact.

3.4. Perfectness of bundle diffeomorphism groups.

In this subsection we discuss some examples of fiber bundles which satisfies Assumption (∗) in Intro-

duction. In summary, we have the folloiwng list of examples at the moment.

Suppose π :M → B is a C∞ bundle with fiber N and structure group Γ and r ∈ Z≥1 ∪ {∞}.

Example 3.1. The group Diffrπ,c(M)0 is perfect in the following cases :

[I] (Principal bundle case) π is a principal G bundle for a compact Lie group G (equivalently,

(N,Γ ) = (G,GL), where GL is the group of all left translations on G), ∂B = ∅, dimB ≥ 1 and

r 6= dimB + 1.

[II] (Locally trivial bundle case) Γ = Diff∞(N), N is a closed manifold, ∂B = ∅ and r =∞.

Below we give complementary explanations to these cases.

[I] Principal bundle case

In [1] K. Abe and K. Fukui exhibited the perfectness of equivariant diffeomorphism groups under free

action of compact Lie groups. The statement [I] in Example 3.1 is a precise translation of their result in

term of bundle diffeomorphism groups on principal bundles.

[II] Locally trivial bundle case
10



First we recall a basic result on the perfectness of leaf preserving diffeomorphism groups on foliated

manifolds, since the subgroup of fiber preserving diffeomorphisms in a bundle diffeomorphism group is a

basic example of leaf preserving diffeomorphism groups.

The following result is obtained in [10] and [11].

Theorem 3.1. Suppose M is a C∞ manifold with a C∞ foliation F . Let Diff∞
c (F) denote the group of

C∞ diffeomorphisms of M with compact support which send each leaf L of F to L itself. Let Diff∞
c (F)0

denote the subgroup of Diff∞
c (F) consisting of f ∈ Diff∞

c (F) which is isotopic to idM by a compactly

supported isotopy F with Ft ∈ Diff∞
c (F) (t ∈ I). Then, Diff∞

c (F)0 is perfect.

Below we show that the statement [II] in Example 3.1 is reduced to the above theorem.

Suppose π :M → B is a C∞ locally trivial bundle with fiber N and structure group Diff(N). Assume

that N is a closed manifold, ∂B = ∅ and r =∞. Below we omit the symbol ∞ from the notations.

(1) Consider the surjective group homomorphism Pc : Diffπ,c(M)0 → Diffc(B)0, Pc(f) = f .

We have the normal subgroups of Diffπ,c(M)0,

KerPc and (KerPc)0 := {F1 | F ∈ Isotπ,c(M)0, F = idB×I}.

Consider the C∞ foliation Fπ = {Mb | b ∈ B} on M . Since N is compact, it follows that

(KerPc)0 = Diffc(Fπ)0, which is perfect by Theorem 3.1.

(2) First we consider the case where the bundle π :M → B is trivial.

(i) KerPc = (KerPc)0.

(Proof) We may assume that M = B × N and π = prB : B × N → B. Given any f ∈ KerPc.

This means that f = idB. There exists F ∈ Isotπ,c(M)0 with F1 = f , which induces a C∞ map

prNF : (B×N)× I → B×N → N . Note that prNFt(b, ∗) ∈ Diffr(N) for any (b, t) ∈ B× I and that

there exists K ∈ K(B) such that prNFt(b, ∗) = idN for (b, t) ∈ (B − K) × I. Therefore, we obtain

G ∈ Isotrπ,c(M)0 defined by G((b, x), t) = (b, prNFt(b, x)) ((b, x), t) ∈ (B ×N)× I).

Since G1 = f and G = idB, it follows that f ∈ (KerPc)0.

(ii) The group Diffπ,c(M)0 is perfect.

(Proof) Give any f ∈ Diffπ,c(M)0. Since Diff∞
c (B)0 is perfect, we have a decomposition

f = [g′1, h
′
1] · · · [g′ℓ, h′ℓ] for some g′1, h

′
1, · · · , g′ℓ, h′ℓ ∈ Diffc(B)0.

Since Pc : Diffπ,c(M)0 → Diffc(B)0 is surjective, there exist g1, h1, · · · , gℓ, hℓ ∈ Diffπ,c(M)0 such that

gi = g′i, hi = h′i (i = 1, · · · , ℓ). Then, f̃ := [g1, h1] · · · [gℓ, hℓ] satisfies Pc(f̃) = f and ff̃−1 ∈ KerPc =

[KerPc,KerPc]. Hence, we have f = (ff̃−1)f̃ ∈ [Diffπ,c(M)0,Diffπ,c(M)0].

(3) The general case reduces to the trivial bundle case according to the standard strategy.

3-1) Any f ∈ Diffπ,c(M)0 has a factorization f = g1 · · · gm so that each gi is sufficiently C1-close to

idM .
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3-2) If f is sufficiently C1-close to idM , then we can decompose f as f = h1 · · ·hn such that each hi

has compact support in a local trivialization of the bundle π.

For any C ∈ K(B) we have the following subgroup endowed with the C1-topology

DC := {F1 | F ∈ Isotπ(M)0, suppF ⊂ π−1(C)} < Diffπ,c(M)0.

Since N is compact, it follows that π−1(C) ∈ K(M), so that the C1-topology on DC is controlled on

π−1(C) even if M is noncompact.

Proof of 3-1) Given f ∈ Diffπ,c(M)0. There exists F ∈ Isotπ,c(M)id,f and K ∈ K(B) with suppF ⊂

π−1(K). Take any C1 neighborhood U of idM in DK . We can find a subdivision 0 = t0 < t1 < · · · <

tm = 1 of the interval I such that gi := FtiF
−1
ti−1
∈ U (i = 1, · · · ,m). Since f = gm · · · g2g1, we may

assume that f itself is arbitrarily C1 close to idM in DK .

Proof of 3-2) We can find Ki ∈ K(B), Ui ∈ O(B) (i = 1, 2, · · · , n) such that K =
⋃n
i=1Ki, Ki ⊂ Ui

and the bundle π admits a local trivialization φi : π
−1(Ui) ∼= Ui ×N over Ui. For each i = 1, · · · , n

take Li ∈ K(B) with Ki ⋐ Li ⊂ Ui. Based on these data, for any C1 neighborhood V of idM in DK
we can find a sequence V ≡ Vn+1 ⊃ Vn ⊃ · · · ⊃ V1 ≡ U of C1 neighborhoods of idM in DK , in which

Vi is sufficiently small for Vi+1 so that it satisfies the following conditions :

Any g = g1 ∈ U admits factorizations g = h1 · · ·hi gi+1 (i = 1, · · · , n) such that

(a) hi ∈ DK∩Li , hi, gi+1 ∈ Vi+1, gi+1 = id on π−1(Ki) and

(b) if gi(x) = x, then hi(x) = gi+1(x) = x.

These conditions imply gn+1 = idM . In fact, since g1 ∈ U ⊂ DK , it follows that supp g1 ⊂ π−1(K)

and g1 = id on M −π−1(K). Inductively, for each i = 1, · · · , n we have gi+1 = id on
(
M −π−1(K)

)
∪⋃i

j=1 π
−1(Kj). Therefore, gn+1 = idM and we have the required factorization g = h1 · · ·hn with

hi ∈ V ∩ DLi (i = 1, · · · , n).

3.5. Basic lemma for commutator length.

The estimates of cl and clbπ is based on the next lemma, which is a fiber bundle version of the arguments

in [2], [12, Theorem 2.1], [13], [14, Proof of Theorem 1.1 (1)], etc.

Suppose π :M → B is a fiber bundle with fiber N and structure group Γ and let r ∈ Z≥0 ∪ {∞}.

Lemma 3.1. Suppose U is an open subset of IntB.

(1) If U is an open ball and Diffrπ,c(Ũ)0 is perfect, then cldDiffrπ,c(Ũ)0 ≤ 2. (cf. [6])

(2) More generally, suppose F ∈ Isotrπ,c(Ũ)0 and let f := F1 ∈ Diffrπ,c(Ũ)0. Assume that there exist

compact subsets W ⋐ V in U and φ ∈ Diffrc(U)0 such that

φ(V ) ⊂W and ClB π(suppF ) ⊂ O := IntBV −W .

If Diffrπ,c(Õ)0 is perfect , then cl f ≤ 2 in Diffrπ,c(Ũ)0. Moreover, there exists a factorization

f = gh for some g ∈ Diffrπ,c(Ũ)c0 and h ∈ Diffrπ,c(ĨntW )c0.

3.6. Relation between ζ and clbπ in bundle diffeomorphism groups.
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Next we clarify relations between the conjugation-generated norm and the commutator length sup-

ported in balls in bundle diffeomorphism groups (cf. [2, 13]).

Suppose π : M → B is a fiber bundle with fiber N and structure group Γ and let r ∈ Z≥0 ∪ {∞}.

Below we assume that B is a connected n-manifold. Let Br(B) denote the collection of Cr n-balls in B.

For D ∈ Br(B) any commutator [a, b] (a, b ∈ Diffrπ(M ;BD)0) is called a commutator supported in D.

Consider the subset Srπ of Diffrπ(M)0 defined by Srπ :=
⋃ {

Diffrπ(M ;BD)
c
0 | D ∈ Br(B)

}
.

Since Srπ is symmetric and conjugation-invariant in Diffrπ(M)0, we obtain the corresponding ext. conj.-

invariant norm, which we call the commutator length supported in balls in B and denote by the symbol

clbπ : Diffrπ(M)0 → Z≥0 ∪ {∞}.

For notational simplicity, let G = Diffrπ(M)0 and GA := Diffrπ(M,BA)0 for A ⊂ B. Note that

g(GA)g−1 = Gg(A) for any g ∈ G.

Fact 3.1. (cf. [2], [12, Lemma 3.1], etc.) Suppose g ∈ G, A ⊂ B and g(A) ∩A = ∅.

(1) (GA)c ⊂ C4
g in G. More precisely, for any a, b ∈ GA the following identity holds :

[a, b] = g
(
g−1

)c
gbc

(
g−1

)b
in G, where c := ag

−1 ∈ Gg−1(A). Note that cb = bc.

(2) (GA′)c ⊂ C4
g in G, if A′ ⊂ B and h(A′) ⊂ A for some h ∈ G.

Proof. (2) Let k := h−1gh ∈ G. Then, k(A′) ∩A′ = ∅ and by (1) we have (GA′)c ⊂ C4
k = C4

g . □

Lemma 3.2. (1) ζg ≤ 4 clbπ in Diffrπ(M)0 for any g ∈ Diffrπ(M)0 −KerP .

(2) The group Diffrπ(M)0 is uniformly simple relative to KerP if clbπdDiffrπ(M)0 <∞.

Proof. (1) Take any g ∈ Diffrπ(M)0 −KerP .

First we see that (GD)c = Diffrπ(M ;BD)
c
0 ⊂ C4

g for any D ∈ Br(B). In fact, since g 6= idB, there exists

E ∈ Br(B) with g(E) ∩ E = ∅. Since B is connected, we can find η ∈ Diffr(B)0 with η(D) ⊂ E. There

exists h ∈ G with h = η. Then, the assertion follows from Fact 3.1 (2).

To show that ζg ≤ 4 clbπ, given any f ∈ G. If clbπ(f) = ∞, then the assertion is trivial. Suppose

k := clbπ(f) ∈ Z≥0. Then f = f1 · · · fk for some Di ∈ Br(B) and fi ∈ (GDi)
c (i = 1, · · · , k). Since fi ∈ C4

g

and ζg(fi) ≤ 4 (i = 1, · · · , k), it follows that ζg(f) ≤ 4k. □

4. Boundedness of bundle diffeomorphism groups over a circle

4.1. Generality on winding number.

[I] For a bundle over a circle S1 we can use the winding number on S1 to extract some invariant of bundle

diffeomorphisms over S1.

Let P(X) = C0(I,X) denote the set of C0 paths in a topological space X. As usual, for a, b, c ∈ P(X),

(i) the inverse path c− ∈ P(X) is defined by c−(t) = c(1− t) (t ∈ I),

(ii) if a(1) = b(0), then the concatenation a∗b ∈ P(X) is defined by (a∗b)(t) =
{
a(2t) (t ∈

[
0, 12

]
)

b(2t− 1) (t ∈
[
1
2 , 1

]
),
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(iii) a '∗ b means that a and b are C0 homotopic relative to ends, that is, there exists a C0 homotopy

η : a ' b with ηt(0) = a(0) = b(0) and ηt(1) = a(1) = b(1).

Take a universal covering πS1 : R → R/Z ∼= S1 with Z as the covering transformation group. The

winding number λ : P(S1)→ R is define as follows. For each c ∈ P(S1) take any lift c̃ ∈ P(R) of c (i.e.,

πS1 c̃ = c) and define λ(c) ∈ R by λ(c) := c̃(1) − c̃(0). The value λ(c) is independent of the choice of c̃.

For f ∈ C0(S1) ≡ C0(S1, S1), its degree is denoted by deg f .

Fact 4.1. The map λ has the following properties. Suppose a, b, c ∈ P(S1).

(1) (i) λ(c) = deg c ∈ Z if c is a closed loop in S1 (c(0) = c(1)).

(ii) λ(fc) = (deg f)λ(c) if c is a closed loop and f ∈ C0(S1).

(2) (i) λ(a ∗ b) = λ(a) + λ(b) if a(1) = b(0). (ii) λ(c−) = −λ(c).

(3) (i) λ(a) = λ(b) if a '∗ b.

(ii) λ(cγ) = λ(c) for any γ ∈ C0(I) ≡ C0(I, I) with γ(0) = 0 and γ(1) = 1.

(4) |λ(fc)− λ(c)| < 1 for any f ∈ Diff0(S1)0.

(|λ(fc)− λ(c)| can be arbitrarily large if f moves within C0(S1).)

[II] Next we consider the winding number of a distinguished point under homotopies on S1. Recall that

the symbol H0(S1) denotes the set of C0 homotopies on S1 (i.e., C0 maps G : S1 × I → S1). For

g, h ∈ C0(S1) let H0(S1)g,h := {G ∈ H0(S1) | G0 = g,G1 = h}. As usual, for F,G,H ∈ H0(S1) we use

the following notations.

(i) (a) The homotopy F− ∈ H0(S1) is defined by (F−)t = F1−t (t ∈ I).
(b) The composition HG ∈ H0(S1) is defined by (HG)t = HtGt (t ∈ I).

(c) If G1 = H0, the concatenation G ∗H ∈ H0(S1) is defined by (G ∗H)t =

{
G2t (t ∈

[
0, 12

]
)

H2t−1 (t ∈
[
1
2 , 1

]
).

(ii) G '∗ H means that G and H are C0 homotopic relative to ends (cf. §3.1).

(iii) If Φ : G ' G′ and Ψ : H ' H ′ in H0(S1), then we have the composition ΨΦ : HG ' H ′G′

defined by (ΨΦ)t = ΨtΦt (or (ΨΦ)s,t = Ψs,tΦs,t). Note that ΨΦ : HG '∗ H
′G′ if Φ : G '∗ G

′ and

Ψ : H '∗ H
′.

(iv) Any γ ∈ C0(I) induces a homotopy Gγ ∈ H0(S1) defined by (Gγ)t = Gγ(t) (t ∈ I).

(a) If α, β ∈ C0(I) and η : α ' β, then we obtain a homotopy Gη : Gα ' Gβ defined by

(Gη)t = Gηt (or (Gη)s,t = Gη(s,t)). Note that Gη : Gα '∗ G
β if η : α '∗ β.

(b) If γ ∈ C0(I) and γ(0) = 0, γ(1) = 1, then we have a homotopy

ξ : idI '∗ γ : ξ(s, t) = ξt(s) = (1− t)s+ tγ(s).

Fix a point p ∈ S1 and define µ ≡ µp : H0(S1)→ R by µ(G) := λ(Gp),

where Gp := G(p, ∗) ∈ P(S1). Note that Gp(t) = G(p, t) = Gt(p) and (Gγ)p = Gpγ for any γ ∈ C0(I).

Fact 4.2. The map µ has the following properties. Suppose F,G,H ∈ H0(S1).
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(1) (i) µ(G ∗H) = µ(G) + µ(H) if G1 = H0. (ii) µ(F−) = −µ(F )

(2) µ(G) = µ(H) if G '∗ H.

(3) µ(Gγ) = µ(G) for any γ ∈ C0(I) with γ(0) = 0 and γ(1) = 1.

(4) µ(GH) = µ(G0H) + µ(GH1) = µ(GH0) + µ(G1H).

(5) (i) |µ(fG)− µ(G)| < 1 for any f ∈ Diff0(S1)0.

(ii) |µ(GH)− µ(G)− µ(H)| < 1 for any G,H ∈ Isot0(S1)0.

The statement (5)(ii) follows from the statements (4) and (5)(i). In fact, since H0 = idS1 , we have

|µ(GH)− µ(G)− µ(H)| = |(µ(GH0) + µ(G1H))− µ(G)− µ(H)| = |µ(G1H)− µ(H)| < 1.

The set H0(S1) is a monoid with respect to the composition of homotopies and H0(S1)id,id is a sub-

monoid of H0(S1). As restrictions of µ we obtain the following maps.

Fact 4.3.

(1) The map µ : H0(S1)id,id → Z is a surjective monoid homomorphism.

(2) The map µ : Isotr(S1)id,id → Z is a surjective group homomorphism for any r ∈ Z≥0 ∪ {∞}.

Fact 4.4.

(1) If F ∈ Isotr(S1)id,id and µ(F ) = 0, then F '∗ idS1×I (a Cr isotopy rel ends).

(2) The map µ induces a group isomorphism µ̃ : Isotr(S1)id,id
/
'∗ ∼= Z.

The assertion (1) follows from Lemma 4.1 below, which reviews the basic “topological property” of the

group Diffr(S1)0. We identify S1 with the unit circle in the complex plane C so that the distinguished point

p = 1. Then, Diffr(S1)0 includes the rotation group SO(2) canonically. For q1, q2 ∈ S1 let θq1,q2 ∈ SO(2)

denote the rotation of S1 which maps q1 to q2. We set Drq1,q2 := {f ∈ Diffr(S1)0 | f(q1) = q2}. Then

Drq1,q2 ∩ SO(2) = {θq1,q2}.

Recall the following conventions for C∞ manifolds M , N and a subset S ⊂ C0(M,N).

(i) For a C∞ manifold L, a map α : L → C0(M,N) is Cr if the associated map α̃ : L ×M → N ,

α̃(u, x) = α(u)(x) is Cr.

(ii) A map φ : S × I → S is Cr if for any C∞ manifold L and any Cr map α : L→ S the composition

φ(α× idI) : L× I → S is Cr.

(iii) Suppose S admits a left action of a group Θ and T is a (Θ-invariant) subset of S. A Cr Θ-

equivariant strong deformation retraction (SDR) of S onto T means a Cr map φ : S × I → S

such that φ0 = idS , φ1(S) = T , φt = id on T (t ∈ I) and φt(θf) = θφt(f) (f ∈ S, θ ∈ Θ, t ∈ I).

Lemma 4.1. There exists a canonical SO(2)-equivariant SDR φ of Diff0(S1)0 onto SO(2) such that

φt(D0
p,q) ⊂ D0

p,q (q ∈ S1, t ∈ I). Furthermore, for any r ∈ Z≥0 ∪ {∞} the map φ restricts to a Cr SO(2)-

equivariant SDR of Diffr(S1)0 onto SO(2) such that φt(Drp,q) ⊂ Drp,q (q ∈ S1, t ∈ I). The additional

condition on φ means that φ induces a Cr SDR of Drp,q onto the singleton {θp,q}.
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Proof.

(1) First we construct a canonical SDR χ of D0
p,p onto {idS1} such that χ restricts to a Cr SDR of

Drp,p onto {idS1} for any r ∈ Z≥0 ∪ {∞}. We identify the universal cover πS1 : R → S1 with the

exponential map πS1(s) = e2πis. Then the map χ is defined by the linear isotopy

χt(f)(πS1(s)) = πS1((1− t)f̃(s) + ts) (f ∈ D0
p,p, s ∈ R, t ∈ I),

where f̃ ∈ Diff0(R) is the lift of f with f̃(n) = n (n ∈ Z).

(2) The map φ is defined by φt(f) = θp,f(p)χt(θf(p),pf) (f ∈ Diff0(S1)0, t ∈ I). □

[III] Finally we consider the winding number of a distinguished fiber under bundle homotopies over

S1. Suppose π : M → S1 is a fiber bundle with fiber N and structure group Γ . Recall that the

symbol H0
π(M) denotes the set of C0 homotopies on π (i.e., C0 homotopies F : M × I → M such that

Ft ∈ C0
π(M) ≡ C0(π, π) (t ∈ I)). Recall that, Eg,h := {G ∈ E | G0 = g,G1 = h} for E ⊂ H0

π(M) and

g, h ∈ C0
π(M). As before, for F,G,H ∈ H0

π(M) we use the following notations.

(i) (a) The homotopy F− ∈ H0
π(M) is defined by (F−)t = F1−t (t ∈ I).

(b) The composition HG ∈ H0
π(M) is defined by (HG)t = HtGt (t ∈ I).

(c) If G1 = H0, the concatenation G ∗H ∈ H0
π(M) is defined by (G ∗H)t =

{
G2t (t ∈

[
0, 12

]
)

H2t−1 (t ∈
[
1
2 , 1

]
).

(ii) G '∗ H means that G and H are C0 homotopic relative to ends (cf. §3.2).

(iii) If Φ : G ' G′ and Ψ : H ' H ′ in H0
π(M), then we have the composition ΨΦ : HG ' H ′G′

defined by (ΨΦ)t = ΨtΦt (or (ΨΦ)s,t = Ψs,tΦs,t). Note that ΨΦ : HG '∗ H
′G′ if Φ : G '∗ G

′ and

Ψ : H '∗ H
′.

(iv) Any γ ∈ C0(I) induces a homotopy Gγ ∈ H0
π(M) defined by (Gγ)t = Gγ(t) (t ∈ I).

(a) If α, β ∈ C0(I) and Λ : α ' β, then we obtain a homotopy GΛ : Gα ' Gβ defined by

(GΛ)t = GΛt (or (GΛ)s,t = GΛ(s,t)). Note that GΛ : Gα '∗ G
β if Λ : α '∗ β.

(b) Gγ '∗ G if γ ∈ C0(I) and γ(0) = 0, γ(1) = 1.

Remark 4.1.

(1) (i) G− = G−, HG = H G, (ii) G ∗H = G ∗H if G,H ∈ H0
π(M) and G1 = H0.

(2) If Φ : G '∗ H, then Φ : G '∗ H

Consider the map ν : H0
π(M)→ R, ν(G) := µ(G).

The following conclusion follows directly from Fact 4.2 and Remark 4.1.

Fact 4.5. The map ν has the following properties. Suppose F,G,H ∈ H0
π(M).

(1) (i) ν(G ∗H) = ν(G) + ν(H) if G1 = H0. (ii) ν(F−) = −ν(F ).

(2) ν(G) = ν(H) if G '∗ H

(3) ν(Gγ) = ν(G) if γ ∈ C0(I) and γ(0) = 0, γ(1) = 1.
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(4) ν(GH) = ν(G0H) + ν(GH1) = ν(GH0) + ν(G1H).

(5) (i) |ν(fG)− ν(G)| < 1 for any f ∈ Diff0
π(M)0.

(ii) |ν(GH)− ν(G)− ν(H)| < 1 for any G,H ∈ Isot0π(M)0.

The set H0
π(M) is a monoid with respect to the composition of homotopies and the map

PH : H0
π(M) → H0(S1), PH(G) = G, is a monoid homomorphism. Since H0(S1)id,id is a submonoid of

H0(S1), the inverse image P −1
H (H0(S1)id,id) is a submonoid of H0

π(M). Since ν = µPH , Fact 4.3 and

Fact 4.5 (5)(ii) imply the following conclusion.

Fact 4.6.

(1) The map ν restricts to a surjective monoid homomorphism ν : P −1
H (H0(S1)id,id)→ Z.

(2) The map ν : Isot0π(M)0 → R is a quasimorphism, which satisfies the estimate :

|ν(GH)− ν(G)− ν(H)| < 1 for any G,H ∈ Isot0π(M)0.

4.2. The map ν̂ : Diffrπ(M)0 → Rk.

Suppose π : M → S1 is a fiber bundle with fiber N and structure group Γ < Diff(N). Let r ∈

Z≥0 ∪ {∞}. We are concerned with the following surjective group homomorphisms.

(i) PI : Isot
r
π(M)0 → Isotr(S1)0, PI(F ) = F (ii) P : Diffrπ(M)0 → Diffr(S1)0, P (f) = f

Their surjectivity follows from Isotopy lifting property of π. For notational simplicity we set

I ≡ P −1
I (Isotr(S1)id,id).

Fact 4.7.

(1) The map ν restricts to the following maps.

(i) a surjective map ν : Isotrπ(M)0 → R

(ii) a surjective group homomorphism νI : I → Z.

(2) For any f ∈ Diffrπ(M)0 and F ∈ Isotrπ(M)id,f

Isotrπ(M)id,f = F Isotrπ(M)id,id and ν(Isotrπ(M)id,f ) = ν(F ) + ν(Isotrπ(M)id,id) .

The relations among ν, µ and PI are illustrated in the following diagrams :

Isotrπ(M)0 ▷ I

←
−←
−PI ←
−←
− PI

Isotr(S1)0 ▷ Isotr(S1)id,id

Isotrπ(M)0
ν

←
−←
−PI

−−−−−−→

−−−−−−→
µ

Isotr(S1)0 −−−−→ R−−−−→

I
νI

←
−←
−PI

−−−−−−−−−→

−−−−−−−−−→
µ

Isotr(S1)id,id −−−−→ Z−−−−→

Consider the surjective group homomorphism R : Isotrπ(M)0 → Diffrπ(M)0, R(F ) = F1.

We have the normal subgroups

(i) KerPI ◁ Isotrπ(M)0, (ii) KerP, (KerP )0 := R(KerPI) ◁ Diffrπ(M)0.

Fact 4.8.

(1) KerR = Isotrπ(M)id,id, I = R−1(KerP ). (2) Ker νI = (KerPI) · (Ker νI)id,id.
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(3) R−1((KerP )0) = (KerPI) · Isotrπ(M)id,id = (Ker νI) · Isotrπ(M)id,id.

0 // Isotrπ(M)id,id ⋂

||

Isotrπ(M)0
R //

5

Diffr
π(M)0

5

// 0

0 // Isotrπ(M)id,id ⋂

5

I
R //

5

KerP //

5

0

0 // (Ker νI)id,id ⋂ Ker νI
R // (KerP )0 // 0

Proof. (2) If F ∈ Ker νI , then µ(F ) = νI(F ) = 0 and Fact 4.4 (1) yields a Cr isotopy of isotopies

Ψ : F '∗ idS1×I rel ends. Then we can apply Corollary 3.2 to obtain a Cr isotopy of bundle isotopies Φ :

F '∗ G rel ends with Φt ∈ Isotrπ(M) (t ∈ I) and Φ = Ψ . Since G = idS1×I and G0 = F0 = idM , G1 = F1,

it follows that G ∈ KerPI and H := G−1F ∈ (Ker νI)id,id so that F = GH ∈ (KerPI) · (Ker νI)id,id.

Since KerPI ⊂ Ker νI , the converse implication is obvious.

(3) R−1((KerP )0) = R−1(R(KerPI)) = (KerPI) ·KerR = (KerPI) · Isotrπ(M)id,id.

(Ker νI) · Isotrπ(M)id,id = (KerPI) · (Ker νI)id,id · Isotrπ(M)id,id = (KerPI) · Isotrπ(M)id,id. □

Hence we have the group isomorphisms :

R̃ : Isotrπ(M)0/Isot
r
π(M)id,id ∼= Diffrπ(M)0 and R̃ : I/Isotrπ(M)id,id ∼= KerP .

Recall the surjective group homomorphism νI : I → Z, which maps Isotrπ(M)id,id ◁ I onto the image

νI
(
Isotrπ(M)id,id

)
< Z. It follows that νI

(
Isotrπ(M)id,id

)
= kZ for a unique k = k(π, r) ∈ Z≥0.

For any H ∈ Isotrπ(M)0 and G ∈ Isotrπ(M)id,id from Fact 4.5 (3) it follows that

ν(HG) = ν(H0G) + ν(HG1) = ν(H) + ν(G).

Therefore, if we consider the right actions of Isotrπ(M)id,id on Isotrπ(M)0 and kZ on R by right trans-

lation, then ν : Isotrπ(M)0 → R is a surjective equivariant map with respect to the homomorphism

ν : Isotrπ(M)id,id → kZ, and so, it induces the associated map

ν̃ : Isotrπ(M)0/Isot
r
π(M)id,id −→ Rk ≡ R/kZ, ν̃([H]) = [ν(H)]

(cf. Fact 4.7 (2)). By Fact 4.7 (1)(ii) it restricts to a surjective group homomorphism

ν̃ : I/Isotrπ(M)id,id → Zk ≡ Z/kZ.

Definition 4.1. From these arguments we obtain

(i) a surjective map ν̂ := ν̃R̃−1 : Diffrπ(M)0 → Rk, ν̂(H1) = [ν(H)] (H ∈ Isotrπ(M)0),

(ii) a surjective group homomorphism ν̂|KerP : KerP → Zk.

Fact 4.8 implies the following.

Fact 4.9.

(1) ν̂|KerP : KerP → Zk has the following properties.

(i) Ker ν̂|KerP = (KerP )0.
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(ii) It induces the group isomorphism (ν̂|KerP )
∼ : (KerP )

/
(KerP )0 ∼= Zk.

(2) The quotient group (KerP )
/
(KerP )0 is a cyclic group. Its order is k when k ≥ 1 and ∞ when

k = 0.

In Subsection 4.4 we study the cases k = 0 and k ≥ 1 separately, since these two cases lead to opposite

consequences. Subsection 4.3 includes some basic results on factorization of bundle diffeomorphisms over

S1.

4.3. Factorization of bundle diffeomorphisms over S1.

In this subsection we obtain basic results on factorization of bundle diffeomorphisms and isotopies over

S1.

Suppose π : M → S1 is a fiber bundle with fiber N and structure group Γ < Diff(N). Let r ∈

Z≥0 ∪ {∞}. We use the following notations. For a closed arc J ⊂ S1 let J ′ := (S1)J = S1 − Int J

and J̃ := π−1(J). Also recall the definition of the notation Diffrπ(M ; (S1)J)0 in Subsection 3.3; G ∈

Isotrπ(M ; (S1)J)0 means that G ∈ Isotrπ(M)0 and G has its support in K̃ for some closed arcK ⋐ J and g ∈

Diffrπ(M ; (S1)J)0 means that g = G1 for some G ∈ Isotrπ(M ; (S1)J)0. Note that g
(
Diffrπ(M ; (S1)J)0

)
g−1 =

Diffrπ(M ; (S1)g(J))0 for any g ∈ Diffrπ(M).

Lemma 4.2. Suppose K ⋐ J ⊂ S1 are closed arcs and F ∈ Isotrπ(M)0 satisfies F (K × I) ⋐ J . Then

there exists a factorization F = GH for some G ∈ Isotrπ(M ; (S1)J)0 and H ∈ Isotrπ(M ; (S1)K′)0.

Proof. Take a closed arc L ⋐ J such that K ⋐ L and F (L× I) ⋐ J . There exists G′ ∈ Isotr(S1; J ′)0 such

that G′ = F on L× I. Take a lift G ∈ Isotrπ(M ; (S1)J)0 such that G = F on L̃× I and G = G′. Then, it

follows that F = GH for H := G−1F ∈ Isotrπ(M ; (S1)K′)0. □

Lemma 4.3. Suppose K,L ⊂ S1 are closed arcs with IntK ∩ IntL 6= ∅.

(1) Any g ∈ Diffrπ(M ; (S1)K)0 admits a factorization g = ĝ h for some ĝ ∈ Diffrπ(M ; (S1)K)c0 and

h ∈ Diffrπ(M ; (S1)L)0.

(2) For any g ∈ Diffrπ(M ; (S1)K)0 and h ∈ Diffrπ(M ; (S1)L)0 there exists a factorizaiton gh = ĝ ĥ for

some ĝ ∈ Diffrπ(M ; (S1)K)c0 and ĥ ∈ Diffrπ(M ; (S1)L)0.

Proof.

(1) TakeG ∈ Isotrπ(M ; (S1)K)0 withG1 = g. There exists a closed arcD ⋐ K withG ∈ Isotrπ(M ; (S1)D)0.

Take a closed arc E ⊂ IntK ∩ IntL and an isotopy Φ ∈ Isotrπ(M ; (S1)K)0 with Φ1(D̃) = Ẽ. Let

φ := Φ1 ∈ Diffrπ(M ; (S1)K)0 and h := φgφ−1 ∈ Diffrπ(M ; (S1)E)0 ⊂ Diffrπ(M ; (S1)L)0. Then, it

follows that ĝ := [g, φ] ∈ Diffrπ(M ; (S1)K)c0 and g = g(φg−1φ−1)(φgφ−1) = ĝ h.

(2) The assertion directly follows from (1). □
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Lemma 4.4. For any F ∈ Isotrπ(M) with σ := ν(F ) and F p(0) = πS1(τ) there exists G ∈ Isotrπ(M) such

that F '∗ G in Isotrπ(M) and Gp(s) = πS1(σs+ τ) (s ∈ I).

Proof. For simplicity, we use the symbol [x] := πS1(x) (x ∈ R). Then, S1 becomes a Lie group under the

addition [x] + [y] = [x + y] (x, y ∈ R) (i.e., S1 ∼= R/Z). Each w ∈ S1 induces the translation Lw on S1,

Lw(z) = z + w (z ∈ S1). This defines the C∞ map L : S1 → Diff(S1) and any c ∈ Pr(S1) ≡ Cr(I, S1)

induces an isotopy Lc = (Lc(t))t∈I ∈ Isotr(S1). As usual, for maps f, g : X → S1 the map f + g : X → S1

is defined by (f + g)(q) = f(q) + g(q) (q ∈ X).

Consider the Cr paths a ≡ F p, b(s) = [σs + τ ] and c(s) = b(s) − a(s) in S1. The path c admits a Cr

homotopy η : ε0 '∗ c in Pr(S1)0,0, where ε0 ∈ Pr(S1) is the constant path at the zero 0 = [0] in S1. In

fact, the path a has a unique lift ã ∈ Pr(R) with ã(0) = τ . It satisfies ã(1) = λ(a)+ã(0) = ν(F )+τ = σ+τ .

The path b ∈ Pr(S1) has the canonical lift b̃ ∈ Pr(R), b̃(s) = σs+ τ . Then the path c̃ := b̃− ã ∈ Pr(R)0,0
is a lift of c and it admits the homotopy ξ : ε̃0 '∗ c̃, ξt := tc̃ (t ∈ I), where ε̃0 ∈ Pr(R) is the constant

path at 0. It induces the Cr homotopy η := πS1 ξ : ε0 '∗ c. Note that η + a := (ηt + a)t∈I : a '∗ b in

Pr(S1).

The homotopy η induces a Cr homotopy Lη : I × I → Diffr(S1), Lη(s, t) = Lη(s,t). The latter is

regarded as a Cr homotopy Lη = (Lηt)t∈I : Lε0 = id '∗ Lc in Isotr(S1)id,id. Composing with F , we have

the Cr homotopy LηF = (LηtF )t∈I : F '∗ LcF in Isotr(S1). It follows that (LcF )p(s) = (LcF )s(p) =

(Lc(s)F s)(p) = Lc(s)(F p(s)) = a(s) + c(s) = b(s).

The homotopy LηF lifts to a Cr homotopy Φ : F '∗ G in Isotrπ(M). Then, Gp = (LcF )p = b as

required. □

Recall the following assumption in Introduction.

Assumption (∗). Suppose J is an open interval and ϱ : L→ J is a trivial fiber bundle with fiber N and

structure group Γ . Then Diffrϱ,c(L)0 is perfect.

Proposition 4.1. Under Assumption (∗), if F ∈ Isotrπ(M)0 and |ν(F )| < ℓ ∈ Z≥1, then clbπ(F1) ≤ 2ℓ+1.

Proof. Define σ, τ ∈ R by σ := ν(F ) and p = F p(0) = πS1(τ). By Lemma 4.4 there exists G ∈ Isotrπ(M)

such that F '∗ G in Isotrπ(M) and Gp(t) = πS1(σt + τ) (t ∈ I). Since F1 = G1, replacing F by G, we

may assume that F itself satisfies the condition F p(t) = πS1(σt+ τ) (t ∈ I).

Let f := F1, fi := Fi/ℓ ∈ Diffrπ(M)0 (i = 0, 1, · · · , ℓ) and f (i) := fif
−1
i−1 ∈ Diffrπ(M)0 (i = 1, · · · , ℓ).

Then, f0 = idM and f = fℓ = f (ℓ)f (ℓ−1) · · · f (i) · · · f (1).

Identifying Ii := [ i−1
ℓ ,

i
ℓ ] with I, we have an isotopy F (i) := (F |M×Ii)

(
f −1
i−1 × idIi) ∈ Isotrπ(M)0 with

F (i)
1 = f (i). Let si := i(σ/ℓ) + τ and pi := πS1 (si) ∈ S1 (i = 0, 1, · · · , ℓ). Then, fi(p) = F i/ℓ(p) =

πS1(si) = pi.
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Note that


τ = s0 < s1 < · · · < sℓ if σ > 0,

τ = s0 = s1 = · · · = sℓ if σ = 0,

sℓ < · · · < s1 < s0 = τ if σ < 0.

Since |σ|/ℓ < 1, there exists ε > 0 such that |σ|/ℓ+ 2ε < 1. We define J−
i ⋐ Ji ⊂ S1 (i = 1, 2, · · · , ℓ) by

(Ji, J
−
i ) :=

{ (
πS1([si−1 − ε, si + ε]), πS1([si−1, si])

)
if σ ≥ 0,(

πS1([si − ε, si−1 + ε]), πS1([si, si−1])
)

if σ < 0.

Then, Ji is a closed arc in S1, since it is the image of a closed interval in R of width = |σ|/ℓ+ 2ε < 1.

For each i = 1, 2, · · · , ℓ it follows that F (i) = F |S1×Ii
(
fi−1

−1 × idIi) ∈ Isotr(S1)0 and

F (i)(pi−1 × Ii) = F (p× Ii) = J−
i ⋐ Ji.

Hence, there exists a small closed arc Ki in S
1 such that

pi−1 ∈ IntKi ⊂ Ki ⋐ Ji, F (i)(Ki × Ii) ⋐ Ji,

Int Ji ∩ IntK ′
i 6= ∅ and Int Ji−1 ∩ IntK ′

i 6= ∅ if i ≥ 2.

Then, we can apply Lemma 4.2 to F (i) ∈ Isotrπ(M)0 to obtain a factorization F (i) = G(i)H(i) such that

G(i) ∈ Isotrπ(M ; (S1)Ji)0 and H(i) ∈ Isotrπ(M ; (S1)K′
i
)0.

It follows that

(i) f (i) = F
(i)
1 = G

(i)
1 H

(i)
1 = g(i)h(i), where

g(i) := G
(i)
1 ∈ Diffrπ(M ; (S1)Ji)0 and h(i) := H

(i)
1 ∈ Diffrπ(M ; (S1)K′

i
)0,

(ii) Int Ji ∩ IntK ′
i 6= ∅ (i = 1, · · · , ℓ), Int Ji−1 ∩ IntK ′

i 6= ∅ (i = 2, · · · , ℓ),

(iii) f = f (ℓ)f (ℓ−1) · · · f (i) · · · f (1) = (g(ℓ)h(ℓ))(g(ℓ−1)h(ℓ−1)) · · · (g(i)h(i)) · · · (g(1)h(1)).

Let m := 2ℓ and define φj , Lj (j = 1, · · · ,m) by

φj :=

{
g(i) (j = 2i)

h(i) (j = 2i− 1)
Lj :=

{
Ji (j = 2i)

K ′
i (j = 2i− 1)

(i = 1, · · · , ℓ).

Then, the conditions (i) ∼ (iii) are rephrased as follows :

(iv) φj ∈ Diffrπ(M ; (S1)Lj )0 (v) f = φmφm−1 · · ·φ1

(vi) IntLj ∩ IntLj−1 6= ∅ (j = 2, 3, · · · ,m).

We apply Lemma 4.3 inductively (backward from m to 2) to the factorization f = φm · · ·φ1, which

induces a new factorization f = φ̂m · · · φ̂2φ
′
1,

where φ̂j ∈ Diffrπ(M ; (S1)Lj )
c
0 (j = m,m− 1, · · · , 2) and φ′

1 ∈ Diffrπ(M ; (S1)L1)0.

Under Assumption (∗), Lemma 3.1 induces a factorization φ′
1 = φ̂1φ̂0 for some φ̂1, φ̂0 ∈ Diffrπ(M ; (S1)L1)

c
0.

Finally, from the factorization f = φ̂m · · · φ̂2φ̂1φ̂0, (φ̂j ∈ Diffrπ(M ; (S1)Lj )
c
0, L0 := L1), we conclude

that clbπf ≤ m+ 1 = 2ℓ+ 1. □

4.4. Boundedness of bundle diffeomorphism groups over S1.

Suppose π :M → S1 is a fiber bundle with fiber N and structure group Γ < Diff(N) and r ∈ Z≥0∪{∞}.

Let k := k(π, r) ∈ Z≥0. Below we study the cases k ≥ 1 and k = 0 separately, since these two cases lead

to opposite consequences.
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[I] The case k ≥ 1 We assume that (N,Γ, r) satisfies Assumption (∗).

Theorem 4.1. If f ∈ Diffrπ(M)0 and ν̂(f) = [s] ∈ Rk
(
s ∈

(
− k

2 ,
k
2

])
, then clbπf ≤ 2[|s|] + 3 ≤ k + 3.

Proof. Since ν(Isotrπ(M)id,f ) = ν̂(f) (Fact 4.7 (2)), there exists F ∈ Isotrπ(M)id,f with ν(F ) = s. Then,

|ν(F )| = |s| < [|s|]+1 ≡ ℓ ∈ Z≥1 and Proposition 4.1 implies that clbπf ≤ 2ℓ+1 = 2[|s|]+3 ≤ k+3. □

Corollary 4.1. (1) clbπdDiffrπ(M)0 ≤ k + 3.

(2) Diffrπ(M)0 is (i) uniformly simple relative to KerP and (ii) bounded.

[II] The case k = 0

In this case, (Rk,Zk) = (R,Z) and the arguments in Subsection 4.2 and Fact 4.6 (2) imply the following

conclusion on the map ν̂ = νR−1.

Theorem 4.2. The map ν̂ :
(
Diffrπ(M)0,KerP )→ (R,Z) has the following properties.

(1) The map ν̂ : Diffrπ(M)0 → R is a surjective quasimorphism, which satisfies the following estimate:

(∗) |ν̂(fg)− ν̂(f)− ν̂(g)| < 1 for any f, g ∈ Diffrπ(M)0.

(2) The map ν̂ : KerP → Z is a surjective group homomorphism.

By Fact 2.2 (3) we have the following conclusions.

Corollary 4.2. The group Diffrπ(M)0 is unbounded and not uniformly perfect.

4.5. Attaching maps.

In this subsection we describe the relation between the integer k(π, r) and the attaching map of π for

a fiber bundle π over S1. We regard S1 = R/Z. Suppose N is a C∞ manifold and Γ < Diff∞(N). For

φ ∈ Γ the mapping torus πφ : Mφ → S1 is obtained from the product N × I by identifying N × {0}

and N × {1} by φ. Here we represent it as the quotient space of N × R under the equivalence relation :

(x, s) ∼φ (y, t) ⇐⇒ (y, t) = (φ−n(x), s+ n) for some n ∈ Z ((x, s), (y, t) ∈ N × R);

Mφ := (N × R)/ ∼φ, πφ([x, s]) := [s] ([x, s] ∈Mφ).

The C∞ structure on Mφ is defined so that the quotient map ϱφ : N × R → Mφ is a C∞ covering

projection. Then, πφ :Mφ → S1 is a C∞ (N,Γ )-bundle with the canonical maximal (N,Γ )-atlas induced

by the map ϱφ : N × R→Mφ. We have the following pullback diagrams :

(∗)φ

ϱφ
N × I ⊂ N × R −−−→ Mφ

←
−π′N ←
−πN ←
− πφ

I ⊂ R −−−→ S1

πS1

πN (x, s) = s, π′N (x, s) = s,

ϱφ(x, s) = [x, s], πS1(s) = [s].

Here we regard πN and π′N as the product (N,Γ )-bundles.

Fact 4.10. By taking a pull-back by the map πS1 : R→ S1, it is seen that any (N,Γ )-bundle π :M → S1

is isomorphic to a mapping torus πφ for some φ ∈ Γ .
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Consider the mapping tori πφ : Mφ → S1 and πψ : Mψ → S1 associated to φ,ψ ∈ Γ < Diff∞(N). Let

r ∈ Z≥0 ∪{∞}. Below we are concerned with the subgroup IsotrΓ (N) := {F ∈ Isotr(N) | Ft ∈ Γ (t ∈ I)}

and the subsets Diffr(πφ, πψ; idS1) := {f ∈ Diffr(πφ, πψ) | f = idS1} and

Isotr(πφ, πψ; idS1) := {F ∈ Isotr(πφ, πψ) | F t = idS1 (t ∈ I)}.
The meaning of similar notations are obvious from these examples.

Fact 4.11.

(1) Any isotopy F ∈ IsotrΓ (N)ψ,φ induces G ∈ Diffr(πφ, πψ; idS1) defined by

G :Mφ →Mψ : G([x, s]) = [Fα(s)(x), s],

where α ∈ Cr(I, I) such that α(t) = 0 (t ∈ [0, ε)) and α(t) = 1 (t ∈ (1−ε, 1]) for some ε ∈ (0, 1/2).

In particular, if φ admits a Cr isotopy idN ' φ in Γ , then πφ is Cr isomorphic to the product

bundle πidN :MidN → S1 as (N,Γ )-bundles.

(2) If χ ∈ Γ and ψχ = χφ, then it induces the map χ̂ ∈ Diffr(πφ, πψ; idS1) defined by

χ̂ :Mφ →Mψ : χ̂([x, s]) = [χ(x), s].

(3) The attaching map φ induces the map φ̂ ∈ Diff∞(πφ, πφ; idS1) defined by

φ̂ :Mφ →Mφ : φ̂([x, s]) = [φ(x), s].

It admits the isotopy Φ ∈ Isot∞πφ(Mφ)id,φ̂ = Isot∞(πφ, πφ)id,φ̂ defined by

Φt :Mφ →Mφ : Φt([x, s]) = [x, s+ t] (t ∈ I) (the 2π rotation over S1)

Since ζ ≡ Φ ∈ Isot∞(S1)id,id is the 2π rotation of S1, we have ν(Φ) = 1.

(4) Let k = k(πφ, r) and recall the surjective group homomorphism ν : Isotrπφ(Mφ)id,id → kZ. For

ℓ ∈ Z the following conditions are equivalent.

(i) There exists Ψ ∈ Isotrπφ(Mφ)id,id with ν(Ψ) = ℓ (i.e., ℓ ∈ kZ).

(ii) There exists χ ∈ Isotrπφ(Mφ)id,φ̂ℓ with χ = idS1×I (i.e., Isotr(πφ, πφ; idS1)id,φ̂ℓ 6= ∅).

Proof. (4) First note that Φℓ ∈ Isotrπφ(Mφ)id,φ̂ℓ and Φℓ = ζℓ.

(i) ⇒ (ii) : By Lemmas 4.4 and 4.1 we can isotope Ψ relative to ends to obtain Ψ ′ ∈ Isotrπφ(Mφ)id,id

with Ψ ′ = ζℓ. Then, it follows that χ := (Ψ ′)−1Φℓ ∈ Isotrπφ(Mφ)id,φ̂ℓ and χ = (ζℓ)−1ζℓ = idS1×I .

(ii) ⇒ (i) : Since ν(χ) = 0, we can take Ψ := Φℓχ−1. □

Fact 4.11 (4) leads us to study the set Isotr(πφ, πφ; idS1)id,φ̂ℓ more closely. In Fact 4.12 - 4.13 we clarify

basic relations among Isotr(πφ, πψ; idS1), Isotr(πN , πN ; idR) and Isotr(π′N , π
′
N ; idI), which also ensure the

well-definedness and smoothness of the maps defined in Fact 4.11 (1) ∼ (3).

Note that each g ∈ Diffr(πN , πN ; idR) is interpreted as a Cr family gs ∈ Γ (s ∈ R) defined by

(gs(x), s) = g(x, s) (x ∈ N). A similar remark is applied to Diffr(π′N , π
′
N ; idI)(= IsotrΓ (N)).
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Fact 4.12. There exists a bijection Diffr(π′N , π
′
N ; idI ;φ,ψ) 3 h 7−→ ĥ ∈ Diffr(πφ, πψ; idS1),

where (i) Diffr(π′N , π
′
N ; idI ;φ,ψ) := {h ∈ Diffr(π′N , π

′
N ; idI) | h : (♯)}

(♯) ψh1 = h0φ and the concatenation (hs)s∈I ∗ (ψ−1hsφ)s∈I is a Cr family in Γ .

(ii) ĥ is defined by ĥ([x, s]) = [hs(x), s] ((x, s) ∈ N × I).

This bijection is obtained as the composition of two bijections defined in (1) and (2) below.

(1) For any g ∈ Diffr(πN , πN ; idR) the following conditions are equivalent.

(♭ 1) ϱψg = ĝϱφ for some (unique) ĝ ∈ Diffr(πφ, πψ; idS1).

(♭ 2) (x, s) ∼φ (y, t) ⇐⇒ g(x, s) ∼ψ g(y, t) (∀(x, s), (y, t) ∈ N × R)

(♭ 3) ψgs+1 = gsφ (∀s ∈ R)

(i) From the pullback diagrams (∗)φ and (∗)ψ it is seen that for any f ∈ Diffr(πφ, πψ; idS1)

there exists a unique f̃ ∈ Diffr(πN , πN ; idR) with ϱψf̃ = fϱφ.

(ii) Hence we have the bijection Diffr(πN , πN ; idR;φ,ψ) 3 g 7→ ĝ ∈ Diffr(πφ, πψ; idS1),

where Diffr(πN , πN ; idR;φ,ψ) := {g ∈ Diffr(πN , πN ; idR) | ψgs+1 = gsφ (s ∈ R)}.

Its inverse is given by f 7−→ f̃ .

(2) Consider the restriction map : Diffr(πN , πN ; idR)→ Diffr(π′N , π
′
N ; idI) : g 7−→ g′ := g|N×I .

(i) The recursive condition (♭ 3) leads to the following conclusion : for any h ∈ Diffr(π′N , π
′
N ; idI)

h = g′ for some g ∈ Diffr(πN , πN ; idR;φ,ψ) iff h satisfies the condition (♯).

(ii) We have the bijection Diffr(πN , πN ; idR;φ,ψ) 3 g 7−→ g′ ∈ Diffr(π′N , π
′
N ; idI ;φ,ψ).

(3) Consider the set Diffr(π′N , π
′
N ; idI ;φ,ψ)

′ := {h ∈ Diffr(π′N , π
′
N ; idI) | ψh1 = h0φ}.

(i) For example, h ∈ Diffr(π′N , π
′
N ; idI ;φ,ψ) if h ∈ Diffr(π′N , π

′
N ; idI ;φ,ψ)

′ and h is end sta-

tionary, that is, hs = h0 (s ∈ [0, ε]), hs = h1 (s ∈ [1− ε, 1]) for some ε ∈ (0, 1/2).

(ii) If h ∈ Diffr(π′N , π
′
N ; idI ;φ,ψ)

′, then hα := (hα(s))s∈I ∈ Diffr(π′N , π
′
N ; idI ;φ,ψ)

′ is end sta-

tionary for any α ∈ Cr(I, I) such that α(t) = 0 (t ∈ [0, ε)) and α(t) = 1 for some ε ∈ (0, 1/2).

Fact 4.12 derives the corresponding conclusions for isotopies. Note that each G = (Gt)t∈I ∈ Isotr(πN , πN ; idR)

is interpreted as a Cr family of isotopies G∗,s := ((Gt)s)t∈I ∈ IsotrΓ (N) (s ∈ R). A similar remark is

applied to Isotr(π′N , π
′
N ; idI).

Fact 4.13. There exists a bijection Isotr(π′N , π
′
N ; idI ;φ,ψ) 3 H 7−→ Ĥ ∈ Isotr(πφ, πψ; idS1),

where (i) Isotr(π′N , π
′
N ; idI ;φ,ψ) := {H ∈ Isotr(π′N , π

′
N ; idI) | H : (♯)isot}

(♯)isot ψH∗,1 = H∗,0φ (i.e., ψ(Ht)1 = (Ht)0φ (t ∈ I)) and

the concatenation (H∗,s)s∈I ∗ (ψ−1H∗,sφ)s∈I is a Cr family of isotopies in IsotrΓ (N).

(ii) Ĥ =
(
Ĥt

)
t∈I is defined by Ĥt := Ĥt (i.e., Ĥt([x, s]) = [(Ht)s(x), s] ((x, s) ∈ N × I).

(1) This bijection is obtained as the composition of two bijections :

Isotr(π′N , π
′
N ; idI ;φ,ψ) ←− Isotr(πN , πN ; idR;φ,ψ) → Isotr(πφ, πψ; idS1)

G′ := ((Gt)
′)t∈I

7−→

G = (Gt)t∈I 7−→ Ĝ :=
(
Ĝt

)
t∈I

.
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Here Isotr(πN , πN ; idR;φ,ψ) := {G ∈ Isotr(πN , πN ; idR) | ψG∗,s+1 = G∗,s φ (s ∈ R)}.

When φ = ψ, these bijections are group isomorphisms.

(2) Consider the set Isotr(π′N , π
′
N ; idI ;φ,ψ)

′ := {H ∈ Isotr(π′N , π
′
N ; idI) | ψH∗,1 = H∗,0φ}.

(i) H ∈ Isotr(π′N , π
′
N ; idI ;φ,ψ) if H ∈ Isotr(π′N , π

′
N ; idI ;φ,ψ)

′ and H is end stationary, that is,

H∗,s = H∗,0 (s ∈ [0, ε]), H∗,s = H∗,1 (s ∈ [1− ε, 1]) for some ε ∈ (0, 1/2).

(ii) If H ∈ Isotr(π′N , π
′
N ; idI ;φ,ψ)

′, then H∗,α := (H∗,α(s))s∈I ∈ Isotr(π′N , π
′
N ; idI ;φ,ψ)

′ is end

stationary for any α ∈ Cr(I, I) such that α(t) = 0 (t ∈ [0, ε)) and α(t) = 1 for some

ε ∈ (0, 1/2).

When φ = ψ, we omit the symbol ψ from any notations defined in Fact 4.13 or used below.

In order to interpret conditions on bundle isotopies to those on families of isotopies on fibers, we

introduce the following notations.

Notation 4.1. Let Cr(I, IsotrΓ (N)) denote the set of Cr families Φ of isotopies Φs ∈ IsotrΓ (N) (s ∈ I).

For any ξ ∈ Γ we have its subset Cr(I, IsotrΓ (N)id,ξ;φ,ψ) := {Φ ∈ Cr(I, IsotrΓ (N)id,ξ) | ψ Φ1 = Φ0 φ}.

There exist canonical identifications Cr(I, IsotrΓ (N)) = Isotr(π′N , π
′
N ; idI) and

Cr(I, IsotrΓ (N)id,ξ;φ,ψ) = Isotr(π′N , π
′
N ; idI ;φ,ψ)

′
idN×I ,ξ×idI

.

Now we concentrate on the mapping torus πφ :Mφ → S1. Let k = k(πφ, r) ∈ Z≥0.

Proposition 4.2.

(1) There exists an isotopy χ ∈ Isotrπφ(Mφ)id,φ̂k with χ = idS1×I .

(i) This isotopy χ is restricted on any fiber of Mφ to yield a Cr isotopy idN ' φk in Γ .

(ii) For any connected component L of N , we have φk(L) = L. Hence, ℓ|k if ℓ ∈ Z≥1 satisfies

φℓ(L) = L and φi(L) 6= L (i = 1, 2, · · · , ℓ− 1).

(2) For ℓ ∈ Z we have ℓ ∈ kZ ⇐⇒ Cr(I, IsotrΓ (N)id,φℓ ;φ) 6= ∅,

(that is, there is a Cr family of isotopies H∗,s ∈ IsotrΓ (N)id,φℓ (s ∈ I) with φH∗,1 = H∗,0φ.)

(i) For example, if φℓ = idN , then ℓ ∈ kZ, since we can take H∗,s = id.

(ii) k ≥ 1 ⇐⇒ There is ℓ ∈ Z≥1 which admits a Cr family of isotopies H∗,s ∈ IsotrΓ (N)id,φℓ (s ∈ I)
with φH∗,1 = H∗,0φ.

Proof. (1) The existence of χ follows from Fact 4.11 (4).

(2) Fact 4.13 implies the following conclusion.

(a) There exists a bijection :

Isotr(π′N , π
′
N ; idI ;φ,φ)idN×I ,φℓ×idI

3 H 7−→ Ĥ ∈ Isotr(πφ, πφ; idS1)id,φ̂ℓ .

(b) Isotr(π′N , π
′
N ; idI ;φ,φ)idN×I ,φℓ×idI

6= ∅ ⇐⇒ Isotr(π′N , π
′
N ; idI ;φ,φ)

′
idN×I ,φℓ×idI

6= ∅

Hence, by Fact 4.11 (4) it is seen that ℓ ∈ kZ ⇐⇒ Cr(I, IsotrΓ (N)id,φℓ ;φ) 6= ∅. □

We can use the mapping torus construction to provide some examples of fiber bundles π : M → S1

with k(π, r) = 0.
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Example 4.1. Consider the torus T 2 = R2/Z2. It is known that π0(Diffr+(T
2)) ∼= SL(2,Z). In fact,

each matrix A ∈ SL(2,Z) induces a diffeomorphism φ = φA ∈ Diff∞
+ (T 2) defined by φA[x, y] = [(x, y)A]

([x, y] ∈ T 2). It determines the mapping torus πA :MA → S1, which is a locally trivial bundle with fiber

T 2. Let k := k(πA, r) ∈ Z≥0 and let ℓ ∈ Z≥1 ∪ {∞} denote the order of A in SL(2,Z).

Claim. k = 0 if ℓ =∞ and k = ℓ ≥ 1 if ℓ <∞.

This follows from the following observations.

(i) Proposition 4.2 (1) implies φAk = (φA)
k ' idT 2 and Ak = E2. Hence, (a) if ℓ = ∞, then k = 0

and (b) if ℓ <∞, then k ∈ ℓZ.

(ii) When ℓ <∞, we have (φA)
ℓ = φAℓ = φE2 = idT 2 and ℓ ∈ kZ by Proposition 4.2 (2).

For example, the matrix A =

(
1 1

0 1

)
∈ SL(2,Z) has the infinite order, since An =

(
1 n

0 1

)
for n ∈ Z.

For fiber products of fiber bundles over S1 with the product structure groups, we have the following

results. Consider a (N,Γ ) fiber bundle πφ : Mφ → S1 and a (L,Λ) fiber bundle πψ : Mψ → S1. There

exists a group monomorphism ι : Γ × Λ 3 (φ,ψ) 7−→ φ× ψ ∈ Diffr(N × L),

where (φ×ψ)(x, y) = (φ(x), ψ(y)) ((x, y) ∈ N ×L). This defines the subgroup ι(Γ ×Λ) < Diffr(N ×L).

Then we have the (N × L, ι(Γ × Λ)) fiber bundle πφ×ψ : Mφ×ψ → S1. The symbol lcm(m,n) represents

the least common multiple of m,n ∈ Z≥1.

Proposition 4.3. k(πφ×ψ, r) ≥ 1 iff k(πφ, r) ≥ 1 and k(πψ, r) ≥ 1. In this case, we have

k(πφ×ψ, r) = lcm(k(πφ, r), k(πψ, r)).

Note that k(πφ×ψ, r) = 0 iff k(πφ, r) = 0 or k(πψ, r) = 0.

Proof. First we recall basic properties of compositions and Cartesian products of Cr families of isotopies.

(1) IsotrΓ (N) is a group under the composition (φt)t∈I(φ
′
t)t∈I := (φtφ

′
t)t∈I . The power is given by(

(φt)t∈I
)n

= (φnt )t∈I (n ∈ Z). Similarly, Cr(I, IsotrΓ (N)) is a group under the composition

(Φs)s∈I(Φ
′
s)s∈I := (ΦsΦ

′
s)s∈I . The power is given by

(
(Φs)s∈I

)n
= (Φ n

s )s∈I (n ∈ Z).

(2) Any pair of (φt)t∈I ∈ IsotrΓ (N) and (ψt)t∈I ∈ IsotrΛ(L) determines their product

(φt)t∈I × (ψt)t∈I := (φt × ψt)t∈I ∈ Isotrι(Γ×Λ)(N × L).

Any χ ∈ Isotrι(Γ×Λ)(N × L) is represented as χ = Φ × Ψ for a unique pair of Φ ∈ IsotrΓ (N) and

Ψ ∈ IsotrΛ(L). This yields the group isomorphism

IsotrΓ (N)× IsotrΛ(L) 3 (Φ, Ψ) 7−→ Φ× Ψ ∈ Isotrι(Γ×Λ)(N × L).

This induces the group isomorphism

Cr(I, IsotrΓ (N))× Cr(I, IsotrΛ(L)) 3 (Φ, Ψ) 7−→ Φ× Ψ ∈ Cr(I, Isotrι(Γ×Λ)(N × L)).

Here, for Φ = (Φs)s∈I and Ψ = (Ψs)s∈I their product Φ× Ψ is defined by Φ× Ψ = (Φs × Ψs)s∈I .

(3) Take any ξ ∈ Γ and η ∈ Λ. If Φ ∈ Cr(I, IsotrΓ (N)id,ξ;φ), then Φn ∈ Cr(I, IsotrΓ (N)id,ξn ;φ)

(n ∈ Z). The group isomorphisms in (2) are restricted to the bijections of the following subsets.
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IsotrΓ (N)id,ξ × IsotrΛ(L)id,η −→ Isotrι(Γ×Λ)(N × L)id,ξ×η,

Cr(I, IsotrΓ (N)id,ξ;φ)× Cr(I, IsotrΛ(L)id,η;ψ) −→ Cr(I, Isotrι(Γ×Λ)(N × L)id,ξ×η;φ× ψ).

Let k := k(πφ, r), ℓ := k(πψ, r) and m := k(πφ×ψ, r). Put n = lcm(k, ℓ), when k, ℓ ≥ 1. Proposi-

tion 4.2 (2) yields the following conclusions.

For i ∈ Z we have i ∈ kZ ⇐⇒ Cr(I, IsotrΓ (N)id,φi ;φ) 6= ∅

(4) First we suppose k ≥ 1 and ℓ ≥ 1 and take k′, ℓ′ ∈ Z≥1 with n = kk′ = ℓℓ′. Then there exist

Φ ∈ Cr(I, IsotrΓ (N)id,φk ;φ) and Ψ ∈ Cr(I, IsotrΛ(L)id,ψℓ ;ψ), which induce

Φk
′ ∈ Cr(I, IsotrΓ (N)id,φn ;φ), Ψ ℓ

′ ∈ Cr(I, IsotrΛ(L)id,ψn ;ψ) and

Φℓ
′ × Ψm′ ∈ Cr(I, Isotrι(Γ×Λ)(N × L)id,φn×ψn ;φ× ψ).

Hence, we have n ∈ mZ and 1 ≤ m ≤ lcm(k, ℓ).

(5) Conversely, suppose m ≥ 1. Since Cr(I, Isotrι(Γ×Λ)(N × L)id,φm×ψm ;φ× ψ) 6= ∅, by (3) we see

Cr(I, IsotrΓ (N)id,φm ;φ) 6= ∅ and Cr(I, IsotrΛ(L)id,ψm ;ψ) 6= ∅.

This means that m ∈ kZ ∩ ℓZ. Hence, we have k, ℓ ≥ 1 and m ≥ lcm(k, ℓ).

These observations complete the proof. □

4.6. Attaching maps — the principal bundle case.

In the case of principal Γ bundles, Proposition 4.2 can be described in the term of paths in Γ . Suppose

Γ is a Lie group (with the unit element e). Let Γe denote the connected component of Γ including e. For

a ∈ Γ let φa denote the left translation on Γ by a. Consider the subgroup ΓL := {φa | a ∈ Γ} < Diff∞(Γ ).

Then, for each a ∈ Γ we have the mapping torus πφa : Mφa → S1 associated to φa ∈ ΓL, which is a

principal Γ bundle (i.e, a (Γ, ΓL)-bundle).

Let r ∈ Z≥0 ∪ {∞}. Below we are concerned with the following sets :

Pr(Γ ) : the set of Cr paths γ : I → Γ , Pr(Γ )a,b = {γ ∈ Pr(Γ ) | γ(0) = a, γ(1) = b} (a, b ∈ Γ )

Cr(I,Pr(Γ )) : the set of Cr families of paths, η = (ηs)s∈I (ηs ∈ Pr(Γ ))
Cr(I,Pr(Γ ); a, b) = {η ∈ Cr(I,Pr(Γ )) | bη1 = η0a} (a, b ∈ Γ )
Cr(I, IsotrΓL

(Γ )) : the set of Cr families of isotopies, H = (Hs)s∈I (Hs ∈ IsotrΓL
(Γ ))

Cr(I, IsotrΓL
(Γ );ψ, χ) = {H ∈ Cr(I, IsotrΓL

(Γ )) | χH1 = H0ψ} (ψ, χ ∈ ΓL)

When a = b or ψ = χ, we omit the symbol b or χ from the notations Cr(I,Pr(Γ ); a, b) or Cr(I, IsotrΓL
(Γ );ψ, χ).

The meaning of similar notations are understood without any ambiguity.

Fact 4.11 (2) implies the following conclusion for conjugate elements in Γ .

Fact 4.14. If a, b, c ∈ Γ and b = cac−1, then we have the map

φ̂c ∈ Diffr(πφa , πφb
; idS1) : φ̂c([x, s]) = [cx, s].

Equivariant isotopies on Γ are reduced to paths in Γ .

Fact 4.15.

(1) There exists a bijection θ : Pr(Γ ) 3 γ 7−→ φγ := (φγ(t))t∈I ∈ IsotrΓL
(Γ )(= Cr(I, ΓL)).
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(i) Its inverse is defined by ψ 7−→ γ : γ(t) = ψt(e) (t ∈ I).

(ii) It is restricted to the bijection θ : Pr(Γ )a,b → IsotrΓL
(Γ )φa,φb

for a, b ∈ Γ .

(iii) If Pr(Γ )a,b 6= ∅, then IsotrΓL
(Γ )φa,φb

6= ∅. Hence, by Fact 4.11 (1) Diffr(πφa , πφb
; idS1) 6= ∅.

In particular, if a ∈ Γe, then πφa is Cr isomorphic to the product bundle πidΓ :MidΓ → S1

as (Γ, ΓL)-bundles.

(2) There exists a bijection Θ : Cr(I,Pr(Γ )) 3 η = (ηs)s∈I 7−→ Θη := (φηs)s∈I ∈ Cr(I, IsotrΓL
(Γ )).

(i) Its inverse is given by H = (Hs)s∈I 7−→ η = (ηs)s∈I : ηs(t) = (Hs)t(e).

(ii) It is restricted to the bijection Θ : Cr(I,Pr(Γ ); a, b) −→ Cr(I, IsotrΓL
(Γ );φa, φb) for

a, b ∈ Γ .

Below we fix a ∈ Γ and consider the mapping torus πφa :Mφa → S1 associated to φa ∈ ΓL, which is a

principal Γ bundle (i.e, a (Γ, ΓL)-bundle). Let r ∈ Z≥0 ∪ {∞} and k := k(πφa , r).

Fact 4.16. For each ℓ ∈ Z, the bijections θ and Θ in Fact 4.15 are restricted to the bijections :

(1) θ : Pr(Γ )e,aℓ −→ IsotrΓL
(Γ )id,φ

aℓ
.

(2) Θ : Cr(I,Pr(Γ )e,aℓ ; a) −→ Cr(I, IsotrΓL
(Γ )id,φ

aℓ
;φa).

Proposition 4.4. (the case of principal Γ bundles)

For ℓ ∈ Z ℓ ∈ kZ ⇐⇒ There is a path γ ∈ Pr(Γ )e,aℓ which admits

a Cr path-homotopy η : γ '∗ a
−1γa in Γ relative to ends.

(i) Pr(Γ )e,ak 6= ∅ (i.e., ak ∈ Γe).

(ii) ℓ|k if ℓ ∈ Z≥1 satisfies aℓ ∈ Γe and ai /∈ Γe (i = 1, 2, · · · , ℓ− 1).

(iii) k ≥ 1 ⇐⇒ There is ℓ ∈ Z≥1 for which there is a path γ ∈ Pr(Γ )e,aℓ
which admits a Cr path-homotopy γ '∗ a

−1γa in Γ relative to ends.

Proof. It follows that ℓ ∈ kZ ⇐⇒ Cr(I, IsotrΓL
(Γ )id,φ

aℓ
;φa) 6= ∅ by Proposition 4.2 (2)

⇐⇒ Cr(I,Pr(Γ )e,aℓ ; a) 6= ∅ by the bijection Θ in Fact 4.16.

For each η ∈ Cr(I,Pr(Γ )e,aℓ ; a) we have γ := η0 ∈ Pr(Γ )e,aℓ and η : γ '∗ a
−1γa. □

Example 4.2. The integer k ≡ k(πφa , r) has the following properties.

(1) (i) If b ∈ Γ is conjugate to a (i.e., b = c−1ac for some c ∈ Γ ), then k = k(πφb
, r).

(ii) If b ∈ Γ and Pr(Γ )a,b 6= ∅ (or b ∈ aΓe), then k = k(πφb
, r).

(iii) k = 1 iff a ∈ Γe. In particular, if Γ is connected, then k = 1.

(2) Suppose ℓ ∈ Z≥1 and aℓ ∈ Γe. Then ℓ ∈ kZ and k ≥ 1, if one of the following conditions holds.

(i) Γe is simply connected.

(ii) There exists γ ∈ Pr(Γ )e,aℓ with γ(t) ∈ Z(a) (t ∈ I), where Z(a) denotes the centralizer of

a in Γ . For example, this holds if (a) aℓ = e or (b) Γe ∩ Z(a) is Cr path connected.

(3) If aℓ 6∈ Γe for any ℓ ∈ Z≥1, then k = 0.
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Proof.

(1) The assertion (i) follows from Fact 4.14, since φbφc = φcφa.

From Fact 4.15 (1)(iii) it follows that Diffr(πφa , πφb
; idS1) 6= ∅ in the case (ii) and πφa is a trivial

C∞ (Γ, ΓL)-bundle in the case (iii).

(2) The assertion follows from Proposition 4.4 and the following observations in each case (i) and (ii).

(i) Take any path γ ∈ Pr(Γe)e,aℓ . Since a−1γa ∈ Pr(Γe)e,aℓ and Γe is simply connected, we

have a Cr homotopy γ '∗ a
−1γa in Γe.

(ii) The assumption implies a−1γa = γ. If aℓ = e, then we can take γ = εe (the constant path

at e).

(3) Note that ak ∈ Γe by Proposition 4.4 (i). □

Example 4.3. Suppose f : Γ → Λ is a Lie group homomorphism between Lie groups. To any a ∈ Γ and

its image b ≡ f(a) ∈ Λ we have k := k(πφa , r) and ℓ := k(πφb
, r). Proposition 4.4 yields the following

conclusions.

(1) k ∈ ℓZ

(2) k = ℓ if f is surjective and Ker f is connected and simply connected.

Proof.

(1) There is a path γ ∈ Pr(Γ )e,ak and a Cr homotopy η : γ '∗ a
−1γa in Γ , which induces the path

fγ ∈ Pr(Λ)e,bk and the Cr homotopy fη : fγ '∗ b
−1(fγ)b in Λ.

(2) There is a path δ ∈ Pr(Λ)e,bℓ and a Cr homotopy ξ : δ '∗ b
−1δb in Λ. Since f is a principal

(Ker f) - bundle, by the relative homotopy lifting property of f we can find a path β ∈ Pr(Γ ) and

a Cr path homotopy ϱ in Γ such that

(i) fβ = δ, β(1) = aℓ and (ii) fϱ = ξ, ϱ0 = β, ϱ1 = a−1βa and ϱ(1, ∗) ≡ aℓ.

Since ξ(0, ∗) ≡ e and fϱ = ξ, we have the path c := ϱ(0, ∗) ∈ Pr(Ker f). Note that c(1) =

a−1c(0)a. Since Ker f is connected, there is a path α ∈ Pr(Ker f)e,c(0). It yields two paths α ∗

c, a−1αa ∈ Pr(Ker f)e,c(1). Since Ker f is simply connected, there is a Cr homotopy ζ : α ' a−1αa

in Ker f such that ζ(0, ∗) ≡ e and ζ(1, ∗) = c. Then, we obtain the path γ = α ∗ β ∈ Pr(Γ )e,aℓ

and the Cr homotopy η = (ζt ∗ ϱt)t∈I : γ '∗ a
−1γa in Γ . This implies ℓ ∈ kZ and so k = ℓ by (1).

□

Example 4.4. Consider the product Γ × Λ of Lie groups Γ and Λ. Note that ι(ΓL × ΛL) = (Γ × Λ)L,

since φ(a,b) = φa × φb for (a, b) ∈ Γ × Λ. From Proposition 4.3 it follows that

(1) k(πφa×φb
, r) ≥ 1 iff k(πφa , r) ≥ 1 and k(πφb

, r) ≥ 1.

In this case, k(πφa×φb
, r) = lcm(k(πφa , r), k(πφb

, r)).

(2) k(πφa×φb
, r) = 0 iff k(πφa , r) = 0 or k(πφb

, r) = 0.
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Example 4.5.

(1) k = 1 for any connected Lie groups

(for examples, GL(n,C), SL(n,C), SL(n,R), U(n), SU(n), SO(n), Rn, Tn = Rn/Zn, etc.).

(2) k = 2 for Γ = GL(n,R), O(n) and a ∈ Γ− := {c ∈ Γ | det c < 0}.

Note that there exists c ∈ Γ− with c2 = e and that Γ− = cΓe and Γ = Γe ∪ cΓe.

(3) If Γ is commutative and order (aΓe, Γ/Γe) <∞, then k = order (aΓe, Γ/Γe).

(4) If Γ is a finite group, then k = order (a, Γ ).

(5) k = 0 for Γ = Z and a ∈ Z− {0}.

4.7. Principal bundle P : Diffrπ(M)0 → Diffr(S1)0.

This subsection includes some comments when the diffeomorphism groups are endowed with the Whit-

ney Cr topology. Some topological arguments on a principal bundle P : Diffrπ(M)0 → Diffr(S1)0 provide

us with some important insights to statements described for the discrete groups of diffeomorphisms or

isotopies in the previous subsections.

Suppose π :M → B is a fiber bundle with fiber N and structure group Γ < Diff(N). Let r ∈ Z≥0∪{∞}.

Below we assume that M is a closed manifold and we endow any subgroups of Diffr(M) and Diffr(B)

with the subspace topology of the Whitney Cr topology.

Fact 4.17.

(1) Diffrπ(M)0 and Diffr(B)0 are topological groups and the map P : Diffrπ(M)0 → Diffr(B)0 is a

continuous surjective group homomorphism.

(2) The map P is a topological principal bundle with structure group Ker P .

Proof. (2) We fix the following data for π : (a) a finite Γ -atlas {(Ui, φi)}i=1,··· ,ℓ of π,

(b) Ki, Li ∈ K(B) (i = 1, · · · , ℓ) with ∪ℓi=1Ki = B, Ki ⋐ Li ⊂ Ui.

By (1) it suffices to show that the map P admits a continuous local section on a neighborhood of idB

in Diffr(B)0. We can repeat local deformation of Cr diffeomorphisms to find a small Cs neighborhood

U of idB (s = 0 for r = 0 and s = 1 for r ≥ 1) such that for any f ∈ U admits a canonical factorization

f = f1 · · · fℓ such that fi ∈ Diffr(B;BLi)0 (i = 1, · · · , ℓ) and fi varies continuously with f in the Cr

topology. Then, each trivialization φi of π over Ui yields a canonical lift f̃i ∈ Diffrπ(M ;BLi)0 of fi

and we obtain a canonical lift s(f) := f̃1 · · · f̃ℓ ∈ Diffrπ(M)0 of f . From these construction the map

s : U → Diffrπ(M)0 forms a continuous local section of P . □

We are concerned with the following condition.

Assumption (♯). (KerP )0 is an open subgroup of KerP (under the Cr topology).

For example, this assumption holds when π is a principal bundle (cf. [3]) or a locally trivial bundle

(Γ = Diff(N)). In fact, using a finite Γ -atlas of π, it is seen that if f ∈ KerP is sufficiently Cs close to
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idM (s = 0 for r = 0 and s = 1 for r ≥ 1), then there exists F ∈ Isotrπ(M)0 with F = id and F1 = f .

Under the Assumption (♯) (KerP )0 coincides with the identity connected component of KerP .

From now on, we restrict ourselves to the case that B = S1 and let k ≡ k(π, r). Suppose Assumption (♯)

holds. Then, taking the quotients by (KerP )0, we obtain a discrete group G := (KerP )
/
(KerP )0 and a

principal G bundle P̃ : Diffrπ(M)0/(KerP )0 → Diffr(S1)0. It follows that P̃ is a connected regular covering

projection and G coincides with the covering transformation group of P̃ . Therefore, the connecting

homomorphism δ in the homotopy exact sequence induces an isomorphism δ̃ :
(
π1Diffr(S1)0

)/
Im P̃∗ ∼= G,

where P̃∗ : π1
(
Diffrπ(M)0/(KerP )0

)
−→ π1Diffr(S1)0.

The groups of isotopies and the fundamental groups of diffeomorphism groups are identified as follows:

π1Diffr(S1)0 = Isotr(S1)id,id
/
'∗, π1Diffrπ(M)0 = Isotrπ(M)id,id

/
'∗ and

π1
(
Diffrπ(M)0/(KerP )0

)
= C0(I, {0, 1}; Diffrπ(M)0/(KerP )0, [id])

/
'∗ etc.

Since (KerP )0 is path-connected, the principal (KerP )0 bundle Diffrπ(M)0 → Diffrπ(M)0/(KerP )0

induces a surjective group homomorphism π1Diffrπ(M)0 −→ π1
(
Diffrπ(M)0

/
(KerP )0

)
. Hence, we have

Im P̃∗ = ImP∗.

Since F '∗ G in Isotrπ(M) implies F '∗ G in Isotr(S1), the map PI : Isotrπ(M)id,id → Isotr(S1)id,id

induces the associated map P̃I :
(
Isotrπ(M)id,id

/
'∗

)
−→

(
Isotr(S1)id,id

/
'∗

)
,

which corresponds to the induced map P∗ : π1Diffrπ(M)0 → π1Diffr(S1)0. Hence, it follows that

ImP∗ = Im P̃I and
(
π1Diffr(S1)0

)/
ImP∗ =

(
Isotr(S1)id,id

/
'∗

)/
Im P̃I .

Note that any z ∈ π1Diffr(S1)0 = Isotr(S1)id,id
/
'∗ is represented as z = [F ] for some F ∈ I ⊂

Isotrπ(M)0. Then the isomorphism δ̃ :
(
π1Diffr(S1)0

)/
Im P̃∗ ∼= G is described by

δ̃
([
[F ]

])
= [F1] for F ∈ I ⊂ Isotrπ(M)0.

By Fact 4.4 (2) the map µ induces a group isomorphism µ̃ :
(
Isotr(S1)id,id

/
'∗

) ∼= Z. From the

definition of µ and ν it follows that µ̃(Im P̃I) = kZ. Hence, we have a group isomorphism

≈
µ : ∗ ∼= Zk, where ∗ =

(
π1Diffr(S1)0

)/
ImP∗ =

(
Isotr(S1)id,id

/
'∗

)/
Im P̃I .

π1Diffr
π(M)0 = Isotrπ(M)id,id

/
'∗−−−→P∗

−−−→ P̃I

π1Diffr(S1)0 = Isotr(S1)id,id
/
'∗−−−→

−−−→(
π1Diffr(S1)0

)/
ImP∗ =

(
Isotr(S1)id,id

/
'∗

)/
Im P̃I

ν

::

Isotrπ(M)id,id −−−→ Isotrπ(M)id,id
/
'∗

P̃I

−−−→P̃I

Im P̃I ⋂ Isotr(S1)id,id
/
'∗

−−−−−−−−→

−−−→µ̃ ∼=

−−−→µ̃ ∼=

kZ ⋂ Z

Combining the isomorphisms δ̃ and
≈
µ, we obtain the following diagram, from which it is seen that the

isomorphism (ν̂|KerP )
∼ : G ∼= Zk in Fact 4.9 (1)(ii) coincides with the composition

≈
µ
(
δ̃
)−1

.

31



KerP −−−−→ G

ν̂

−→−
→R −−
→∼= δ̃

I ∗

←
−←
−

ν

−−→∼=
≈
µ

Z −−−−−→ Zk

−−−−−−−−−−−−→
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